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 چکیده

سازی، این الگوریتم کماکان از به دام افتادن مکرر در در حل مسائل بهینه( ICA)رغم موفقیت الگوریتم رقابت استعماری علي

اله، نسخۀ جدیدی از این الگوریتم، به نام رقابت استعماری آشوبي در این مق. بردکمینه محلي و سرعت پایین همگرایي رنج مي

در سیاست جذب نسخه پیشنهادی، هرمستعمره از طریق تعریف بردار متعامد . شود، پیشنهاد مي(COICA)متعامد اصلاح شده 

رتمند، از طریق تابع های قدهمچنین احتمال انتخاب امپراطوری. کندنویني، فضای حرکت به سمت استعمارگر را جستجو مي

از الگوریتم پیشنهادی برای آموزش شبکه . توزیع بولتزمان تعریف شده و عمل انتخاب از طریق روش چرخ رولت انجام گرفته است

. های استاندارد، از جمله یونسفر و سونار استفاده شده استبندی مجموعه دادهجهت طبقه( MLP) 7عصبي پرسپترون چند لایه

پذیری شبکه عصبي آموزش دیده با نسخه پیشنهادی، از روش عملکرد این الگوریتم و بررسي میزان تعمیم برای ارزیابي

ها، کاهش خطای آموزش شبکه و همچنین سازینتایج بدست آمده از شبیه. استفاده شده است K-Foldاعتبارسنجي متقابل 

 .کندپذیری الگوریتم پیشنهادی را تایید ميبهبود تعمیم

 بندی دادهالگوریتم رقابت استعماری آشوبي متعامد، شبکه عصبي پرسپترون چند لایه، طبقه: های کلیدیواژه
 

 مقدمه -1

                                                      

 

 

 
1
 Multilayer Perceptron پیمان معلم : دار مکاتباتنویسنده عهدهp_moallem@eng.ui.ac.ir 

 های اکتشافي و فرا اکتشافي در حل مسائل روش

ها این روش. روندبه کار مي سازی در علوم مختلفبهینه

سعي در کشف یک راه حل بدون داشتن درک عمیقي 

به عبارت دیگر، مساله برای . از ساختار مساله دارند

این . رسدمي الگوریتم به عنوان یک جعبه سیاه به نظر

ها معمولا بصورت تصادفي با استفاده از آمار بدست روش

کنند و یا بر مي هایي از فضای جستجو عملآمده از نمونه

 اساس مدلي از

این . رسدالگوریتم به عنوان یک جعبه سیاه به نظر مي

صورت تصادفي با استفاده از آمار ها معمولا بروش

 هایي از فضای جستجو عمل بدست آمده از نمونه

 هایپدیده برخي کنند و یا بر اساس مدلي ازمي
 طبیعي یا
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ها شامل این الگوریتم. طبیعي یا فرآیندهای فیزیکي هستند

، [0( ]SA) 5سازی تبرید، شبیه[7( ]GA) 0الگوریتم ژنتیک

ی ساز، بهینه[5( ]PSO) 1سازی ازدحام ذرات، بهینه[0]

 3، الگوریتم تکاملي فرهنگي[1( ]ACO) 3جمعیت مورچگان

(CE[ )3]1، تکامل تفاضلي (DE[ )3] جستجوی ،

( GSA) 3، الگوریتم جستجوی گرانشي[1( ]HS)  هارموني

، الگوریتم سیستم جستجوی [3] 76نوردی، الگوریتم تپه[ ]

 .باشدو غیره مي[ 76( ]CSS) 77ذرات باردار

های روشاز [ 77( ]ICA) 70یالگوریتم رقابت استعمار

های سازی است که مبتني بر پدیدهفرااکتشافي بهینه

اجتماعي عمل کرده و نشان داده شده که در  -انساني

های طبیعي، های مبتني بر تکامل پدیدهمقایسه با الگوریتم

به سرعت بالاتری از همگرایي با متغیرهای مستقل زیاد 

 [.70]دست یافته است 

ابت استعماری، یک الگوریتم چند عاملي است الگوریتم رق

که هر عامل، یک کشور به عنوان مستعمره یا استعمارگر 

این الگوریتم به فرآیند شکل گیری امپریالیسم، . باشدمي

 -ای از تکامل اجتماعيرشد و زوال آن، به عنوان مرحله

کشورها تعدادی امپراطوری، در . کندسیاسي انسان نگاه مي

حرکت مستعمرات به . دهندو را شکل ميفضای جستج

سمت استعمارگر مربوطه و رقابت استعماری بین 

. دهدها اساس و پایۀ این الگوریتم را تشکیل ميامپراطوری

های قدرتمند تقویت ها، امپراطوریدر طول این جابجایي

شوند و به تدریج های ضعیف تضعیف ميیافته و امپراطوری

ریتم رقابت استعماری، مستعمرات در الگو. کنندسقوط مي

                                                      

 

 

 
2
 Genetic Algorithm 

3
 Simulated Annealing 

4
 Particle Swarm Optimization 

5
 Ant Colony Optimization 

6
 Cultural Evolutionary Algorithm 

7
 Differential Evolution 

8
 Harmony Search 

9
 Gravitational Search Algorithm 

10
 Hill Climbing 

11
 Charged System Search 

12
 Imperialist Competitive Algorithm 

 با شعاع حرکتي تصادفي به سمت استعمارگر حرکت 

 .کنندمي

های اخیر در راستای بهبود عملکرد الگوریتم رقابت در سال

سازی، تحقیقات مختلفي استعماری، در حل مسائل بهینه

 0676در سال [ 75]کاوه و طلاطاهری . صورت گرفته است

زودن یک بردار متعامد تصادفي بین را با اف ICAالگوریتم 

این . استعمارگر و مستعمره در مرحلۀ جذب، بهبود بخشیدند

 استعمارگر عمود  -بردار بر راستای خط واصل مستعمره

 75بنابراین این الگوریتم، رقابت استعماری متعامد. باشدمي

(OICA )در این مقاله برای بهبود الگوریتم پایه، . نام گرفت

( 7: )ي تعریف شده است که عبارتند ازدو گام حرکت

های بردار بکارگیری از مقادیر تصادفي مختلف برای مولفه

ایجاد انحراف با ( 0)پاسخ به جای استفاده از یک مقدار؛ 

استعمارگر  -استفاده از بردار متعامد بر خط واصل مستعمره

 0676در ادامه، در سال . به جای استفاده از متغیر 

توسط بهرامي ( CICA) 71بت استعماری آشوبيالگوریتم رقا

که موفق به بهبود [ 71]و همکارانش پیشنهاد شده است 

های در این روش از نگاشت. اندشده ICAعملکرد الگوریتم 

آشوبي برای بروز رساني زاویۀ حرکتي مستعمرات به سمت 

موقعیت استعمارگر در راستای افزایش قابلیت گریز از دام 

همچنین الگوریتم رقابت . ستفاده شده استاپتیمم محلي ا

استعماری برای یادگیری شبکۀ عصبي به کار برده شده است 

[73.] 

[ 73]ای عبدچیری و همکارانش طي مقاله 0676در سال 

را مطرح ( AICA) 73الگوریتم رقابت استعماری تطبیقي

در این الگوریتم پیشنهادی، به منظور جستجوی . کردند

الگوریتم جهت بروز رساني زاویۀ موثر، سیاست جذب 

حرکتي مستعمره به سمت موقعیت استعارگر به صورت 

در این روش، مدلي احتمالي به . دینامیکي تغییر یافته است

کار رفته است که با بکارگیری اطلاعات موقعیت مستعمرات، 

برداری اقدام به برقراری تعادل بین توانایي جستجو و بهره

                                                      

 

 

 
13

 Orthogonal Imperialist Competitive Algorithm 
14

 Chaotic Imperialist Competitive Algorithm 
15

 Adaptive ICA 
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 0670در سال . ماری کرده استالگوریتم رقابت استع

، الگوریتم جدیدی مبتني بر [71]کوئلهو، آفونسو و آلوتو 

در این مقاله روش اصلاح . اندمعرفي کرده ICAالگوریتم 

ICA (73شدۀ 
MICA ) مبتني بر مفاهیم و اصول جاذبه و

دافعه بین مستعمره و استعمارگر آن در طول جستجو برای 

 .تهای بهتر ارائه شده اسپاسخ

، [ 7] 0670سلطاني سروستاني، لطفي و رمضاني در سال 

ای مبتني بر الگوریتم رقابت الگوریتم تکاملي بهبود یافته

، کشورها به دو ICAدر الگوریتم . انداستعماری معرفي کرده

در حالي . گروه استعمارگرها و مستعمرات تقسیم شده است

QCAکه در 
از  دو نوع دیگر از کشورها که عبارتند 71

کشورهای مستقل و کشورهای به دنبال استقلال نیز به 

 ICAدر الگوریتم . مجموعه کشورها افزوده شده است

موقعیت استعمارگرها ثابت است، در حالي که در الگوریتم 

QCA طلاطاهری و همکارانش در . قادر به حرکت هستند

ای سرعت همگرایي الگوریتم طي مقاله[ 70] 0670سال 

ICA ایگزیني توابع آشوبي به جای توابع تصادفي در را با ج

در این مقاله سه نسخه از . گام جذب الگوریتم، بهبود دادند

ارائه شده است، که در نهایت نسخۀ سوم  CICAالگوریتم 

توان به عنوان رقابت های پیشنهادی را که مياز الگوریتم

استعماری آشوبي متعامد دانست، عملکرد بهتری نسبت به 

در واقع این نسخه . ها از خود نشان داده استالگوریتم سایر

در الگوریتم . باشدترکیبي از روش متعامد و روش آشوبي مي

پیشنهاد شده از چندین نگاشت آشوبي به کار رفته، توابع 

آشوبي سینوسي و منطقي نتایج بهتری نسبت به بقیه از 

 .اندخود نشان داده

سازی را به های بهینهگوریتمتوان الاز مسائل کاربردی که مي

های عصبي پرسپترون چند لایه چالش کشید، آموزش شبکه

علاوه بر نحوه رسیدن به پاسخ مطلوب، سرعت  است که

همگرایي و نرخ موفقیت اجرا، پارامتر عمومیت پذیری شبکه 

های غیر آموزشي نیز به آموزش دیده در برخورد با داده

های بسیاری از الگوریتم از اینرو،. شودچالش کشیده مي

                                                      

 

 

 
16

 Modified ICA 
17

 Quad Countries Algorithm 

فرااکتشافي مدعي، عملکرد خود را در مقایسه با سایرین در 

های عصبي پرسپترون چند لایه قرار محک آموزش شبکه

 .دهندمي

در بخش دوم این مقاله، ابتدا به جزییات الگوریتم رقابت 

سپس در بخش بعد، اصلاحات . شوداستعماری پرداخته مي

لات این الگوریتم، مطرح شده و پیشنهادی برای حل مشک

بلوک دیاگرام الگوریتم رقابت استعماری پیشنهادی مطرح 

بخش چهارم، به ارزیابي روش پیشنهادی در . شودمي

آموزش شبکه عصبي پرسپترون چند لایه برای کلاس بندی 

های پیچیده در کلاس های یونسفر و سونار که از دادهداده

. پردازدهای مشابه ميیر روشبندی است، و مقایسه آن با سا

 در نهایت مقاله با ارائه نتایج در بخش پنجم به اتمام 

 .رسدمي

 لگوریتم رقابت استعماریا -2

مرحله است که  3الگوریتم رقابت استعماری پایه، شامل 

 [.77]شود در ادامه، تشریح مي

 های اولیهتولید امپراطوری -2-1

های تکاملي از یک سری ماین الگوریتم مانند سایر الگوریت

در یک . شوندجمعیت اولیه تشکیل شده که کشور نامیده مي

بعدی، یک کشور یک آرایه به طول      مساله 

-تعریف مي( 7)این آرایه به صورت رابطۀ . است       

در واقع هر درایه نقش یک مشخصه از کشور مانند . شود

 .کندیره را بازی ميفرهنگ، زبان، ساختار اقتصادی و غ

country = [p1, p2, ..., pNvar] (7)  

در متغیرهای   هزینۀ هر کشور از طریق ارزیابي تابع هزینۀ 

                 
( 0)آید که در رابطۀ بدست مي  

 .نشان داده شده است
                                   

 (0)  

سازی جمعیت اولیه به تعداد برای شروع الگوریتم بهینه

از قدرتمندترین      به تعداد . شودتولید مي     

شوند که هر کدام کشورها به عنوان استعمارگر انتخاب مي

جمعیت      تعداد . دهندیک امپراطوری را تشکیل مي

وان مستعمره خواهد بود که بر حسب قدرت باقیمانده به عن

بنابراین . شوندها توزیع ميبین امپراطوریاستعمارگرها 

 .شوندکشورها به دو نوع مستعمره و استعمارگر تقسیم مي
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1 

های اولیه، مستعمرات بین گیری امپراطوریبه منظور شکل

یعني تعداد . شونداستعمارگرها بر اساس قدرتشان تقسیم مي

تعمرات هر امپراطوری به طور مستقیم با قدرت آن اولیۀ مس

برای توزیع تناسبي مستعمرات در میان . متناسب است

استعمارگرها، هزینۀ نرمالیزه شدۀ هر استعمارگر به صورت 

 :شودتعریف مي( 5)رابطه 

                
   (5)  

نرمالیزه شدۀ هزینۀ    ام و   هزینۀ استعمارگر    تغیر م

های نرمالیزه شدۀ کل با داشتن همۀ هزینه. آن است

استعمارگرها، قدرت نرمالیزه شدۀ هر استعمارگر به صورت 

 :شودتعریف مي( 1)رابطه 

       

   

    
   

 (1)  

ام و  تعداد اولیۀ مستعمرات امپراطوری       متغیر 

برای تقسیم . دهدمستعمرات را نشان ميتعداد کل      

مستعمره به       مستعمرات، برای هر استعمارگر 

این مستعمرات . شودتصادف انتخاب شده و به آنها داده مي

. ام را تشکیل خواهد داد  به همراه استعمارگر، امپراطوری 

جمعیت اولیه هر امپراطوری نشان داده شده ( 7)در شکل 

های اره بیانگر یک استعمارگر است که ستارههر ست. است

در شکل زیر . باشندبزرگتر قدرت بیشتری را دارا مي

Imperialist  نشان دهندۀ استعمارگر وColony  بیانگر

 .مستعمرات است

 
های اولیه؛ استعمارگر تولید امپراطوری -1شکل 

 ]11[قدرتمند با ستارۀ بزرگتر نشان داده شده است 

ستعمرات یک امپراطوری به سمت حرکت م -2-2

 استعمارگر

در این الگوریتم کشورهای استعمارگر شروع به توسعۀ 

این فرآیند با حرکت تمام . کنندمستعمرات خود مي

در راستای . مستعمرات به سمت استعمارگر مدل شده است

واحد در جهت  xاین سیاست، کشور مستعمره، به اندازه 

گر، حرکت کرده و به خط واصل مستعمره به استعمار

عددی تصادفي با توزیع  x. شود موقعیت جدید، کشانده مي

که طبق رابطۀ ( و یا هر توزیع مناسب دیگر)یکنواخت است 

 dاگر فاصله میان استعمارگر و مستعمره با . باشد مي( 3)

 .داریم dنشان داده شود، معمولاً برای 

          (3)  

. باشد مي 0یک و نزدیک به عددی بزرگتر از   که در آن 

βتواند  یک انتخاب مناسب مي وجود ضریب . باشد   

β شود تا کشور مستعمره در حین حرکت به  مي باعث   

های مختلف به آن نزدیک  سمت کشور استعمارگر، از جهت

ای  همچنین در کنار این حرکت، یک انحراف زاویه. شود

زوده کوچک نیز با توزیع یکنواخت به مسیر حرکت اف

یک نمای گرافیکي از اعمال سیاست جذب در . شود مي

( 0)الگوریتم رقابت استعماری در صفحه دو بعدی در شکل 

 .نشان داده شده است

 
حرکت مستعمرات به سمت استعمارگر مربوطه با  -2شکل 

 ]11[زاویه انحراف تصادفی 

 :شودتعریف مي( 3)توسط رابطۀ  𝜃که مقدار زاویۀ 

𝜃        (3)  

در رابطۀ بالا جهت تنظیم انحراف از مسیر اصلي   پارامتر 

یک عدد تصادفي با توزیع  𝜃در شکل بالا . شوداعمال مي

 .یکنواخت است

جابجایی موقعیت بین استعمارگر و یک -2-3

 مستعمره

ای در حین حرکت به سمت استعمارگر، مقدار اگر مستعمره

پراطوری بدست هزینۀ کمتری نسبت به استعمارگر آن ام

آورد، جای مستعمره و استعمارگر با یکدیگر تعویض خواهد 

  .این فرآیند را به تصویر کشیده است( 5)شکل . شد
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ای با وضعیتی بهتر تعویض موقعیت مستعمره -3شکل 

 ]11[با استعمارگر 

 قدرت کل یک امپراطوری -2-4

قدرت کل یک امپراطوری اساسا تحت تاثیر قدرت کشور 

البته قدرت مستعمرات نیز اثر خواهد . است استعمارگر

گذاشت، هر چند که در مقابل قدرت کل امپراطوری قابل 

مدل ( 1)در نهایت هزینۀ کل بصورت رابطه . اغماض است

 :شده است
                                                          (7)  

ام و   دهنده هزینۀ کل امپراطوری نشان      بطوریکه 

. شودعدد مثبتي است که کمتر از یک در نظر گرفته مي  

نقش مستعمرات در تعیین قدرت کل   افزایش مقدار 

 .کندامپراطوری را بیشتر مي

 رقابت استعماری  -2-5

ها سعي در تصاحب مستعمرات سایر همۀ امپراطوری

در این رقابت استعماری چندین . ها دارندوریامپراط

امپراطوری قدرتمند برای تصاحب مستعمرات ضعیف 

طي این فرآیند . کنندامپراطوری ضعیف با هم رقابت مي

های ضعیف، تر و امپراطوریهای قدرتمند، قویامپراطوری

 .کشداین رقابت را به تصویر مي( 1)شکل . شوندتر ميضعیف

 
 ]11[استعماری  رقابت -4شکل 

برای شروع رقابت، احتمال مالکیت هر امپراطوری بر اساس 

هزینۀ کل نرمالیزه شده . شودقدرت کل آن تعیین مي

 :شودبیان مي(  )بصورت رابطۀ 

                          
   ( )  

دهنده نبه ترتیب نشا        و       که متغیرهای 

. ام است  هزینۀ کل و هزینۀ کل نرمالیزه شدۀ امپراطوری 

با استفاده از هزینۀ کل نرمالیزه شده، احتمال مالکیت هر 

 :آیدبدست مي( 3)امپراطوری از رابطۀ 

   
   

       

        
    
   

 (9)  

ستعمارگرها بر برای توزیع مستعمرات ذکر شده در میان ا

تشکیل ( 76)بصورت رابطۀ   اساس احتمال هر یک، بردار 

 :یابدمي

      
    

    
         

 (76)  

تولید خواهیم کرد که   سپس برداری با ابعاد برابر با بردار 

های آن اعداد تصادفي با توزیع یکنواخت باشد که در مولفه

 :نشان داده شده است( 77)رابطه 

                   
   

                
       (77)  

بصورت رابطه   از بردار   از طریق کسر بردار   بردار 

 :آیدبدست مي( 70)

                       
      

 

      
       

            
      

 (21)  

ای که مستعمرات مذکور به امپراطوری Dبا رجوع به بردار 

بیشینه است، تحویل داده  Dاندیس مربوطۀ آن در بردار 

 .شودمي

 های ضعیفسقوط امپراطوری -2-6

ری تمام مستعمرات خود را به سایر زماني که یک امپراطو

ای نداشته باشد، ها واگذار کند و هیچ مستعرهامپراطوری

کند که این عمل با حذف آن امپراطوری مدل سقوط مي

البته در نهایت استعمارگر آن امپراطوری نیز به . شودمي

 عنوان یک مستعمره به امپراطوری قدرتمندی ملحق 

 .شودمي
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 ادی در الگوریتم رقابت استعماریاصلاحات پیشنه -3

علي رغم تحقیقات موفقي که در زمینۀ توسعه و بهبود 

الگوریتم رقابت استعماری انجام شده است، همچنان برخي 

از مسائل چالش برانگیز در آن وجود دارد، که از آن جمله 

سرعت کم ( 0)افتادن در دام بهینه محلي، ( 7)توان به مي

پیچیدگي محاسباتي بسیار ( 5)سائل، همگرایي در برخي از م

عدم تضمین ( 1)بالا برای توابعي با متغیرهای مستقل زیاد، 

رسیدن به پاسخ مطلوب اشاره کرد که در این مقاله سه 

پیشنهاد برای بهبود عملکرد الگوریتم رقابت استعماری 

 .پیشنهاد شده است

ی های بالا، الگوریتم رقابت استعماربرای مقابله با چالش

در این . آشوبي متعامد اصلاح شده پیشنهاد شده است

یعني  ICAالگوریتم در دو گام بسیار حیاتي الگوریتم 

سیاست جذب و رقابت استعماری، تغییراتي اعمال شده 

در ابتدا از یک تابع توزیع احتمال جدیدی برای . است

سپس از روش نمونه . ها استفاده خواهد شدامپراطوری

. ایمت برای عملیات انتخاب استفاده کردهبرداری چرخ رول

همچنین روش جدیدی جایگزین روش بردار متعامد 

در نهایت روش اعتبارسنجي متقابل . پیشنهاد خواهیم کرد

را برای بررسي تعمیم پذیری الگوریتم        

در ادامه به تغییرات اعمال شده . ایمپیشنهادی به کار برده

 .تبه تفصیل خواهیم پرداخ

 تعریف تابع توزیع بولتزمان -3-1

 ICAتوان بر الگوریتم ترین ایراداتي که ميیکي از اساسي

برداری در انتخاب امپراطوری قدرتمند پایه گرفت، نوع نمونه

ترین ترین مستعمره از ضعیفبرای تصاحب ضعیف

اگرچه شاید روش به کار رفته یک روش . امپراطوری است

شد، اما از نظر مفاهیم یکنواخت ای باکاملاً سرراست و ساده

شود ترین است انتخاب نمينیست، یعني الزاما کسي که قوی

 .و همچنین رفتار این روش شدیداً غیرخطي است

، بایستي یکي از ICAدر گام رقابت استعماری الگوریتم 

های قدرتمند جهت جذب مستعمرۀ ضعیف در امپراطوری

ابراین برای انجام بن. ترین امپراطوری، انتخاب شودضعیف

چنین کاری، قدرت هر امپراطوری توسط تابع توزیع احتمال 

برای محاسبۀ ( 75)از رابطۀ . شودبولتزمان تعریف مي

 :ها استفاده شده استاحتمال انتخاب امپراطوری

     
 
             

                (21)  

ام، و   تمال انتخاب امپراطوری اح   متغیر 

ام   مقدار هزینۀ کل مربوط به امپراطوری            

بیشترین مقدار تابع                 است و عبارت 

 αمقدار . شودها را شامل ميهزینۀ کل بین تمام امپراطوری

بزرگتر  αهر چه . شودپارامتر فشار انتخاب نامیده مي

های قدرتمند بیشتر انتخاب شود، احتمال انتخاب امپراطوری

. های ضعیف، کمتر خواهد شدو احتمال انتخاب امپراطوری

توان بر سرعت همگرایي با اعمال این فاکتور، به آساني مي

برداری و البته در کل باید بین فرآیند بهره. تاثیر گذاشت

 .جستجو تعادلي برقرار ساخت

گزین بردار متعامد در روش پیشنهادی جای -3-2

 رقابت استعماری متعامد

های مختلفي از نسخه[ 73]در مقالۀ کاوه و طلاطاهری 

مطرح کرده و عملکرد آنها را با یکدیگر مورد  ICAالگوریتم 

های بهبود قابلیت جستجو، یکي از روش. اندبررسي قرار داده

افزودن بردار متعامد به راستای حرکتي مستعمره به سمت 

نشان ( 71)در رابطۀ    باشد که این بردار با تعمارگر مياس

 [.70]داده شده است 
                             

        𝜃          
                           (71)  

یکي دیگر از مشکلاتي که هنگام بالا بودن تعداد متغیرهای 

مطرح است، ایجاد بردار ( متغیرهای تصمیم)تابع مستقل 

در . باشدمتعامد در گام الگوریتم رقابت استعماری متعامد مي

واقع تولید چنین بردار تصادفي متعامد در ابعاد بالا کار 

ما در این مقاله روشي جایگزیني برای . بسیار دشواری است

به روش بالا ارائه خواهیم کرد که شبه کد آن در ادامه 

روش پیشنهادی سرعت تولید بردار . باشدصورت زیر مي

متعامد را تسریع بخشیده و فضای جستجوی الگوریتم را 

 .سازددار ميهدف

ای که در شکل تقسیم بردار به بردارهای سه درایه: گام اول

همان طور که در شکل . به تصویر کشیده شده است( 3)

در گام اول حذف های اضافي را نشان داده شده است درایه

 .کنیممي
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به زیر بردارهای سه  Vتقسیم بردار اصلی  -5شکل 

 ایدرایه

تعریف ( 73)به صورت روابط ... و    و    که بردارهای 

 :شوندمي

 
 

ضرب بردار تفکیک شده در بردار تصادفي جهت : گام دوم

باشد، که عمل ضرب خارجي تولید بردار متعامد کوچک مي

 .گیردانجام مي( 73)بردار مطابق رابطه  بین دو
                           

 3 = 2 3  3 2 + 3 1  1 3 + 1 2  2 1 

(73)  

و   بر بردار    با استفاده از ضرب برداری بالا بردار متعامد 

تعریف ( 71)آید که طبق روابط بدست مي  بردار تصادفي 

 :شودمي
             

  
                             

                 (71)  

  بردار تولیدی : گام سوم
عمود است که   و    بر بردار   

  تعامد بین بردارهای 
حائز اهمیت است که به این    و   

  معني است که ضرب داخلي دو بردار 
مطابق رابطه    و   

 .برابر با صفر خواهد بود(  7)
  

           
  

                               (21)  

  با کنار هم قرار دادن بردارهای : گام چهارم
ردار نهایي ب  

به تصویر ( 3)آوریم که این گام در شکل را بدست مي   

 :کشیده شده است

 
Vتشکیل بردار  -6شکل 

از به هم پیوستن ریز  ’

Viبردارهای 
’ 

بردار حاصل از گام قبلي باید بر بردار اصلي اولیه : گام پنجم

 :همواره برقرار باشد( 73)ی عمود باشد، یعني باید رابطه

                        (29)  

با   و    در صورتي که تعداد درایه های بردار : گام ششم

بنابراین . هم برابر  نباشند ضرب بالا عملا ممکن نخواهد بود

با    برای این منظور برای برابرسازی تعداد درایه های بردار 

اضافه    به تعداد لازم درایه به انتهای بردار   بردار 

 .دهدچگونگي این گام را نشان مي( 1)شکل . خواهیم کرد

 
Vهای برداربرابرسازی تعداد درایه -7شکل 

با تعداد  ’

 Vهای بردار اصلیدرایه

های شود درایههمان طور که در شکل بالا مشاهده مي

به منظور برابرسازی         و         تصادفي 

در صورتي که . کنیماضافه مي   ردار ها به بتعداد درایه

باشد تنها به      برابر با   های بردار تعداد درایه

     و در صورتي که برابر با         اضافه کردن 

و         باشد با اضافه کردن هر دو مقادیر 

های را با تعداد درایه   های بردار تعداد درایه        

 .کنیمیکسان مي  ار برد

   و   در نهایت حاصل ضرب داخلي دو بردار : گام هفتم

   برابر با مقدار کوچکي خواهد بود و از این رو بردار 

 .خواهد بود   برداری نزدیک به بردار عمود بر 

لگوریتم رقابت استعماری پیشنهادی در آموزش ا -3

 شبکه عصبی پرسپترون چند لایه

بندی شبکه عصبي در این مقاله برای بررسي توانایي طبقه

پرسپترون چند لایه که توسط الگوریتم رقابت استعماری 

آشوبي متعامد اصلاح شده، از دو مجموعه داده با ابعاد 

مورد اول مجموعه دادۀ یونسفر با . مختلف استفاده شده است

بالا  ابعاد متوسط و مورد دوم مجموعه دادۀ سونار با ابعاد

های بکار رفته های مجموعه دادهجدول زیر ویژگي. باشدمي

تعداد ( 7)در جدول . کشدرا به طور جامع به تصویر مي

های آموزش و تست با توجه به روش ارزیابي داده

 .بیان شده است       
 

 

 

D
ow

nl
oa

de
d 

fr
om

 jo
r.

ira
na

ic
t.i

r 
at

 1
8:

12
 +

03
30

 o
n 

W
ed

ne
sd

ay
 F

eb
ru

ar
y 

11
th

 2
02

6

http://jor.iranaict.ir/article-1-663-en.html


 7531، بهار و تابستان 53و  53های فصلنامه فناوری اطلاعات و ارتباطات ایران، سال دهم، شماره ........                             پیمان معلم و 

 

  

 های به کار رفته در آموزش شبکه عصبیهای دادهمشخصات و ویژگی -1جدول 

ویژگي مجموعه  نوع ابعاد داده تعداد الگو 

 داده

 نام داده تعداد ورودی نوع ورودی داد خروجيتع نوع مجموعه داده

با بعد  537

 متوسط

اعداد صحیح و  7 بندیطبقه چند متغیره

 حقیقي

 دادۀ یونسفر 51

 دادۀ سونار 36 اعداد حقیقي 7 بندیطبقه چند متغیره با بعد بالا  06

 

های بندی سیگنالمجموعه دادۀ یونسفر شامل طبقه 

این . های آزاد یک یونسفر استبازگشتي رادار از الکترون

مجموعه شناسایي نوع خاصي از ساختار در یونوسفر را 

مشخصه  51در این مجموعه داده [. 06]شود شامل مي

. باشدعدد مي 537 ورودی وجود دارد و تعداد کل الگوها

با اعمال این مجموعه داده به شبکه عصبي، ساختار 

در نتیجه . خواهد بود 51-5-7پرسپترون چند لایه 

های شبکه عصبي شامل اعداد صحیح و حقیقي ورودی

های کل شبکه که توسط الگوریتم است و تعداد وزن

 وزن  763ت، ـاني خواهد داشـه بروز رسـنهادی نیاز بـپیش
 

 .است 

 ویژگي  36الگو با   06مجموعه دادۀ سونار شامل 

 5زش یک شبکه عصبي پرسپترون هدف ما آمو. باشدمي

های سونار لایه به منظور تشخیص و تفکیک سیگنال

های منعکس منعکس شده از یک استوانۀ فلزی و سیگنال

[. 07]باشد ای ميشده از تخته سنگي تقریبا استوانه

 MLPهای شبکه عصبي ساختار تعیین شده برای لایه

 های شبکهویژگي( 0)در جدول . است 36-5-7طبق 

MLP آموزش داده شده، نشان داده شده است. 
 

 مشخصات شبکه عصبی به کار رفته در آموزش -2جدول 

 

 

تعداد وزنهای  محدودۀ بروزرساني

 بروزرساني شده

-ساختار لایه سازینوع توابع فعال

 های شبکه

 

 دادۀ یونسفر 51-5-7 تانژانت هایپربولیک سیگموید 763 (-7.7)

 دادۀ سونار 36-5-7 ایپربولیک سیگمویدتانژانت ه 1 7 (-7.7)

 

های مقایسه روش پیشنهادی با سایر نسخه-3-1 

 الگوریتم رقابت استعماری

را با الگوریتم  MLPدر این قسمت از مقاله، شبکه عصبي 

پیشنهادی به همراه سه نسخۀ دیگر از الگوریتم رقابت 

، رقابت (ICA)استعماری شامل الگوریتم استاندارد 

و نسخۀ اولیۀ الگوریتم ( CICA)استعماری آشوبي 

COICA میانگین مربـعات  آموزش داده و منحني خطای

 ها سـازیدر این شبیه. ایـمرا در یـک شـکل بدسـت آورده

 

  
 

تکرار محدود شده  7666تعداد تکرارهای هر الگوریتم در 

ها با یکدیگر، به منظور مقایسۀ صحیح الگوریتم. است

 ها را یکسان فرض شرایط اولیه برای شروع الگوریتم

ای را ایجاد و برای این منظور، جمعیت اولیه. کنیممي

رای آموزش شبکه توسط الگوریتم ب. ایمذخیره کرده

مربوطه، همان جمعیت اولیۀ تعیین شده را فراخواني 

پارامترهای مختلف و قابل تنظیم ( 5)جدول . ایمکرده

 .دهدهای مذکور را نشان ميالگوریتم
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 های مورد بررسیپارامترهای قابل تنظیم الگوریتم -2 جدول

 

 

 

 الگوریتمهای بکار رفته مقدار انتخاب شده ویژگي پارامتر نام پارامتر

VarSize هاتمام الگوریتم بسته به نوع مساله طول بردار اصلي 

VarMin هاتمام الگوریتم -7 کران پایین بردار اصلي 

VarMax هاتمام الگوریتم +7 کران بالا بردار اصلي 

MaxIt هایتمتمام الگور 7666 ماکزیمم مقدار تکرارها 

Npop هاتمام الگوریتم 6  تعداد جمعیت اولیه 

nEmp هاتمام الگوریتم 76 های اولیهتعداد امپراطوری 

Ncol هاتمام الگوریتم 16 تعداد مستعمرات 

Alpha هاتمام الگوریتم 7 فاکتور فشار 

Beta هاتمام الگوریتم 0 ضریب جذب 

pRevolution هاریتمتمام الگو 6.7 احتمال انقلاب 

Mu هاتمام الگوریتم 6.63 نرخ انقلاب 

zeta هاتمام الگوریتم 6.7 ضریب میانگین هزینه مستعمرات 
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 برای مجموعه دادۀ سونار ICAهای مختلف مقایسه نتایج نسخه -8شکل 
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دهندۀ خطای محور عمودی نشان(  )در نمودار شکل 

و محور افقي ( MSE)آموزش شبکه   7میانگین مربعات

توان مشاهده کرد که در شکل بالا مي. باشدتعداد تکرارها مي

با  MLPشبکۀ عصبي خطای میانگین مربعات آموزش 

نسبت ( New-COICA)استفاده از الگوریتم پیشنهادی 

از آنجایي که هدف . ها بیشتر کاهش یافته استبه سایر روش

باشد، بندی الگوهای جدید مياز آموزش شبکۀ عصبي، طبقه

بندی نیز برای هر الگوریتم در میزان درصد خطای طبقه

 .آورده شده است( 1)جدول 

 ها برای سازیمقایسه نتایج آماری شبیه -3 جدول

 تکرار برای دادۀ سونار 11در  ICAهای مختلف نسخه

Std of 

Error 

Std of 

MSEtr 
Mean of 

Classification 

Error 

Train 

MSE 

 

4.7619 0.0029 14.2857 0.1125 ICA 

5.4986 0.0059 17.4603 0.1038 CICA 

2.7493 0.0241 17.4603 0.0803 COICA 

8.2479 0.0088 9.5238 0.0640 New-

COICA 
 

دهندۀ خطای نشان Train MSEپارامتر ( 1)در جدول 

باشد، پارامتر آموزش از طریق روش میانگین مربعات خطا مي

دهندۀ درصد نشان Mean Classification Errorبعدی 

بندی است که در واقع درصد خطای خروجي را خطای طبقه

کنندۀ انحراف بیان Std of MSEtrپارامتر . دهدشان مين

معیار خطای آموزش شبکه عصبي مصنوعي است و در 

انحراف استاندارد خطای  Std of Errorنهایت پارامتر 

 .دهدبندی خروجي را نشان ميطبقه

، پارامترهای انحراف استاندارد خطای آموزش (1)در جدول 

 بار تکرار  76ی بندی نیز براو درصد خطای طبقه

انحراف استاندارد خطای . ها نشان داده شده استسازیشبیه

ها کاهش نیافته است، اما بندی نسبت به سایر روشطبقه

بندی نسبت به سایر میزان میانگین درصد خطای طبقه

% 3.3گیری یافته است یعني به مقدار ها کاهش چشمنسخه

نیز این  رسیده است و همچنین در خطای آموزش شبکه

                                                      

 

 

 
18

 Mean Square Error 

انحراف معیار . باشدبرتری از آن الگوریتم پیشنهادی مي

ها با بندی نسبت به سایر الگوریتمدرصد خطای طبقه

اختلاف اندکي بیشتر است، از این رو الگوریتم پیشنهادی 

 . ها را بهبود نبخشیده استقابلیت اطمینان بر الگوریتم
ونسفر نیز ها بر روی مجموعه دادۀ یسازیبا اعمال شبیه

خطای میانگین ( 3)شکل . نتایج زیر بدست آمده است

در این . کشدهای مختلف را به تصویر ميمربعات برای روش

آموزش شبکه و محور  MSEشکل محور عمودی خطای 

 .دهدافقي تعداد تکرارها را نشان مي

 
برای  ICAهای مختلف مقایسه نتایج نسخه. 9شکل 

 مجموعه دادۀ یونسفر

ها سازیبار تکرار در شبیه 76یج آماری بدست آمده از و نتا

 .نشان داده شده است( 3)در جدول 

تکرار  11ها در سازیمقایسه نتایج آماری شبیه. 4 جدول

 در داده یونسفر ICAهای مختلف برای نسخه

Std of 

Error 

Std of 

MSEtr 

Mean of 

Classification Error 
Train 

MSE 
 

9.7590 0.0056 15.7143 0.1028 ICA 

9.4401 0.0124 17.8571 0.0778 CICA 
7.1429 0.0055 12.1429 0.0520 COICA 
3.2991 0.0219 8.5450 0.0491 New-

COICA 
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نشان دهندۀ خطای  Train MSEدر جدول بالا نیز پارامتر 

رامتر باشد، پاآموزش از طریق روش میانگین مربعات خطا مي

دهندۀ درصد نشان Mean Classification Errorبعدی 

  Std of MSEtrپارامتر . بندی استخطای طبقه

کنندۀ انحراف معیار خطای آموزش شبکه است و پارامتر بیان

Std of Error بندی انحراف استاندارد خطای طبقه

 .دهدخروجي را نشان مي

این  خطای میانگین مربعات برای آموزش شبکه برای

مجموعه داده نیز با استفاده از الگوریتم پیشنهادی نسبت به 

ها به مقدار کمتری همگرا شده است و این در سایر نسخه

% 3. بندی نیز مقدار حالي است که درصد خطای طبقه

 ها بدست آمده که کمترین مقدار در بین این الگوریتم

ندی در بانحراف استاندارد برای درصد خطای طبقه. باشدمي

ها روش پیشنهادی مقدار کمتری نسبت به سایر نسخه

بدست آمده است و این در حالي است که انحراف استاندارد 

برای الگوریتم پیشنهادی نسبت به سایر  MSEخطای 

 .ها بیشترین مقدار را داردالگوریتم

در بعضي از اجراها الگوریتم پیشنهادی نسبت به بعضي از 

آموزش توانایي کمتری  MSEش خطای ها، در کاهالگوریتم

ای از این اجرا را نمونه( 76)شکل . دهداز خود نشان مي

در شکل مذکور محور عمودی بیانگر خطای . دهدنشان مي

میانگین مربعات آموزش شبکه و محور افقي بیانگر تعداد 

 .باشدتکرارها مي

 
وقوع پدیدۀ بیش برازش در آموزش شبکه  -11شکل 

 مجموعه دادۀ یونسفر در نسخۀ قبلیعصبی برای 

 رود که درصد خطای انتظار مي( 76)با مشاهده شکل 

سابق نسبت به  COICAبندی برای الگوریتم طبقه

الگوریتم پیشنهادی مقدار کمتری بدست آید، در حالیکه 

% 06برابر  COICAبندی برای الگوریتم درصد خطای طبقه

توان مي. آمده است بدست% 1/3و برای الگوریتم پیشنهادی 

نتیجه گرفت که شبکه عصبي در حین آموزش توسط 

. دچار پدیدۀ بیش برازش شده است COICAالگوریتم 

که در اغلب موارد الگوریتم پیشنهادی با وجود  توان دیدمي

بندی کمتری خطای آموزش بیشتر، به درصد خطای طبقه

در واقع عمومیت پذیری آموزش توسط . دست یافته است

 .لگوریتم پیشنهادی بهبود یافته استا

 مقایسۀ الگوریتم پیشنهادی با سایر  -3-2

 های تکاملیالگوریتم

در این بخش از مقاله، عملکرد الگوریتم پیشنهادی را نسبت 

الگوریتم . کنیمهای تکاملي بررسي ميبه سایر الگوریتم

ترین و ژنتیک و الگوریتم ازدحام ذرات جزو محبوب

به این . باشندسازی ميهای بهینهوریتمپرکاربردترین الگ

ها با الگوریتم منظور در ادامه به بررسي نتایج این الگوریتم

منحني همگرایي ( 77)شکل . پیشنهادی خواهیم پرداخت

و  GAهای خطای میانگین مربعات آموزش برای الگوریتم

PSO  با الگوریتم پیشنهادی را برای مجموعه دادۀ سونار

در این شکل محور عمودی بیانگر خطای . دهدنشان مي

MSE دهنده تعداد آموزش شبکه و محور افقي نشان

 .تکرارها است

 
مقایسه نتایج روش پیشنهادی با سایر . 11شکل 

 های تکاملی برای دادۀ سونارالگوریتم

تکرار برای هر الگوریتم در جدول  76و نتایج آماری برای 

 .نشان داده شده است( 3)
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تکرار  11ها در سازیمقایسه نتایج آماری شبیه. 5 جدول

 برای هر الگوریتم در دادۀ سونار

Std of 

Error 

Std of 

MSEtr 

Mean 

Classification 

Error 

Train 

MSE 

 

10.9971 0.0043 22.4603 0.0926 GA 

5.4986 0.0055 20.6349 0.0774 PSO 

4.7619 0.0053 19.0476 0.0742 New-

COICA 
 

خطای آموزش از  Train MSEنیز پارامتر ( 3)در جدول 

دهد، پارامتر طریق روش میانگین مربعات خطا را نشان مي

Mean Classification Error دهندۀ درصد نشان

کنندۀ بیان Std of MSEtrخطای طبقه بندی و پارامتر 

 انحراف معیار خطای آموزش شبکه و پارامتر

 Std of Error بندی انحراف استاندارد خطای طبقه

 .دهدخروجي را نشان مي

آموزش برای دادۀ یونسفر نیز به  MSEمنحني خطای 

در شکل زیر خطای . بدست آمده است( 70)صورت شکل 

میانگین مربعات آموزش شبکه توسط محور عمودی نشان 

 .دهدداده شده است و محور افقي تعداد تکرارها را نشان مي

 
-مقایسه روش پیشنهادی با سایر الگوریتم -12شکل 

 های تکاملی برای دادۀ یونسفر
ها برای مجموعه دادۀ یونسفر در سازیو نتایج آماری شبیه

 .بدست آمده است( 1)تکرار به اختصار در جدول  76

 

 

 

 

تکرار  11ها در سازیمقایسه نتایج آماری شبیه -7  جدول

 برای هر الگوریتم در دادۀ یونسفر
Std of 

Error 

Std of 

MSEtr 

Mean 

Classification 

Error 

Train 

MSE 

 

10.3016 0.0051 14.2857 0.0628 GA 

3.2991 0.0038 13.3333 0.0303 PSO 

5.7143 0.0036 11.4286 0.0335 New-

COICA 

در جدول بالا نیز پارامترهای مطرح شده در جدول از سمت 

خطای میانگین  چپ به راست به ترتیب عبارت است از

بندی مربعات خطای آموزش شبکه، درصد خطای طبقه

شبکۀ آموزش دیده، انحراف معیار خطای آموزش شبکه و 

 .بندی خروجيانحراف استاندارد خطای طبقه

شود، که خطای میانگین با مشاهدۀ نتایج بالا مشاهده مي

نسبت به  PSOمربعات آموزش با استفاده از الگوریتم 

شنهادی به مقدار کمتری کاهش یافته است و الگوریتم پی

این در حالي است که الگوریتم پیشنهادی به درصد خطای 

بهبود درصد خطای . بندی بهتری دست یافته استطبقه

توان به علت توانایي بهتر و بیشتر در بندی را ميطبقه

این ویژگي باعث . جستجو توسط الگوریتم پیشنهادی دانست

پدیدۀ بیش برازش در روند آموزش  کاهش احتمال رخداد

بندی شبکه گشته و در نتیجه باعث بهبود قابل توجه طبقه

انحراف . ها توسط شبکه عصبي مصنوعي شده استداده

استاندارد خطای آموزش برای الگوریتم پیشنهادی در 

مقایسه با دو الگوریتم دیگر کاهش یافته است و انحراف 

نسبت به الگوریتم ژنتیک  بندیاستاندارد درصد خطای طبقه

بیشتر  PSOبهبود یافته و با اختلاف اندکي از الگوریتم 

 .است

 گیرینتیجه -4

در این مقاله با اعمال سه تغییر اصلي در الگوریتم رقابت 

استعماری آشوبي متعامد سعي در بهبود عملکرد الگوریتم 

 در الگوریتم پیشنهادی از تابع توزیع بولتزمان. ایممزبور کرده

ترین مستعمره در جهت تعیین احتمال تصاحب ضعیف

همچنین جهت . ترین امپراطوری استفاده شده استضعیف

انتخاب امپراطوری قدرتمند برای عملیات ذکر شده، از روش 

در نهایت با استفاده . انتخاب چرخ رولت استفاده شده است

از روش جدیدی، تغییراتي در راستای حرکت مستعمره به 

0 100 200 300 400 500 600 700 800 900 1000
0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

Best Cost for Ionosphere Data

 

 

PSO

GA

NCOICA

D
ow

nl
oa

de
d 

fr
om

 jo
r.

ira
na

ic
t.i

r 
at

 1
8:

12
 +

03
30

 o
n 

W
ed

ne
sd

ay
 F

eb
ru

ar
y 

11
th

 2
02

6

http://jor.iranaict.ir/article-1-663-en.html


 های چند لایهالگوریتم رقابت استعماری آشوبي متعامد اصلاح شده و بکارگیری آن در بهبود بازشناسي الگو در شبکه عصبي پرسپترون

75 

 

 منابع
1.M. Melanie, “An Introduction to 

Genetic Algorithms,” Massachusett's 

MIT Press, 34(7):pp.1-9, 1999. 

2.L. A. Ingber, “Simulated annealing: 

practice versus theory,” J. Math. 

Comput. Modell., 18(11):pp. 29–57, 

1993. 

3.Kennedy, J., Eberhart, R.C.: Particle 

Swarm Optimization. Proceedings of 

IEEE, 1942– 1948 (1995) 

4.M. Dorigo, V. Maniezzo and A. 

Colorni, “The ant system: optimization 

by a colony of cooperating agents,” IEEE 

Transaction System Man Cybern, B 

26(1):pp. 29–41, 1996. 

5.B. Franklin and M. Bergerman, 

“Cultural Algorithms: Concepts and 

Experiments,” In Proceedings of the 

IEEE Congress on Evolutionary 

Computation, 2: pp. 1245–1251, 2000. 

6.R. Storn and K. Price, “Differential 

evolution - a simple and efficient 

heuristic for global optimization over 

continuous spaces,” Journal of Global 

Optimization, 11(4):pp. 341–359, 1997. 

7.K. Lee and Z. Geem, “A new structural 

optimization method based on the 

harmony search algorithm,” Computers 

and Structures, 82:781-98, 2004. 

 

8.E. Rashedi, H. Nezamabadi-pour and S. 

Saryazdi, “A Gravitational Search 

Algorithm,” Information Science, Special 

Section on High Order Fuzzy Sets, 

179(13): pp. 2232-2248, 2009. 

9.Brownlee, J., Clever Algorithms: 

Nature-Inspired Pro Recipes, LuLu 

Enterprises Incorporated, (1st Edition), 

2011. 

10.Kaveh A, Talatahari S. Novel 

heuristic optimization method: Charged 

system search, Acta Mechanica, doi: 

10.1007/s00707-009-0270-4, 2010. 

11.Atashpaz-Gargari, E. and Lucas, C., 

"Imperialist Competitive Algorithm: An 

Algorithm for Optimization Inspired by 

Imperialistic Competition", IEEE 

Congress on Evolutionary Computation 

(CEC), pp. 4661-4667, 2007. 

12.Talatahari, S. and Farahmand Azar, B. 

and Sheikholeslami, R. and Gandomi, 

A.H., "Imperialist competitive algorithm 

combined with chaos for global 

optimization", Commun. Nonl. Sci. 

Numer. Simulat., vol. 17, pp. 1312-1319, 

2012. 

13.Kaveh, A. and Talataheri, S., 

"Optimum design of skeletal structures 

using imperialist competitive algorithm", 

computers & structures journal, vol. 

88(21), pp. 1220-1229, 2010. 

1. H. Bahrami, K. Faez, M. Abdechiri, 

“Imperialist Competitive Algorithm 

using Chaos Theory for 

Optimization,” UKSim-AMSS 12th 

International Conference on 

Computer Modeling and Simulation, 

2010. 

 اجرای . ایممارگر مربوطه اعمال کردهسمت استع

ها بر روی دو مجموعه دادۀ سونار و یونسفر انجام سازیشبیه

های گرفت که شامل دو بخش، یعني بررسي با سایر نسخه

های تکاملي رقابت استعماری و بررسي با سایر الگوریتم

دهد که الگوریتم نتایج بدست آمده نشان مي. است

های رقابت استعماری به با سایر نسخهپیشنهادی در مقایسه 

خطای میانگین مربعات کمتری در آموزش شبکه رسید و 

بندی کمتری نسبت به سایر همچنین درصد خطای طبقه

پذیری الگوریتم همچنین تعمیم. ا از خود نشان دادهنسخه

 در مقایسه با . ها بهبود یافتپیشنهادی نسبت به سایر نسخه

 

 

 

ای تکاملي، الگوریتم پیشنهادی نسبت به هسایر الگوریتم

الگوریتم ژنتیک به خطای آموزش کمتری همگرا شد و تنها 

با اختلاف اندکي نسبت به الگوریتم ازدحام ذرات دارای 

خطای آموزش بیشتری است و این در حالي است که با 

بندی وجود خطای آموزش بیشتر به درصد خطای طبقه

پذیری الگوریتم عمومیت در کل. بهتری دست یافته است

انحراف . یافت ها بهبودپیشنهادی نسبت به سایر روش

بندی و یا خطای آموزش شبکه استاندارد درصد خطای طبقه

 .به طور کلي کاهش محسوسي نیافته است
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