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  چکیده

بندي است، امروزه کاربردهاي بسیاري بهه صصهو    هاي یادگیري ماشین براي مدل کردن رتبهیکي از روش بندي کهیادگیري رتبه

یکهي  . توان به دو بخه  تسسهیم کهرد   بندي را ميفعالیت یادگیري رتبه. کاوي دارد در بازیابي اطلاعات، پردازش زبان طبیعي و داده

ههاي ورودي  بنهدي بهر اسهاا داده   یک مدل رتبه ،در سیستم یادگیري. ديبنسیستم یادگیري مورد استفاده و دیگري سیستم رتبه

این مساله یهک   در. شودبندي استفاده ميبیني رتبهبندي، از این مدل ساصته شده براي پی در بخ  سیستم رتبه. شودساصته مي

که به صورت تکراري یادگیرههاي عهعیفي   شود بندي اسناد پیشنهاد ميي بر یادگیري جمعي به منظور یادگیري رتبهمبتنالگوریتم 

سازد و جمعي از یادگیرهاي عهعی   هاي آموزشي که توزیع آنها بر اساا یادگیر قبلي تغییر یافته است، ميبر روي درصدي از داده

افهزای  و زمهان   هها، دقهت را   بند بر روي درصدي از دادهکند با ساصتن رتبهاین الگوریتم سعي مي. کندبندي تولید مي را براي رتبه

ههاي  شود که الگهوریتم پیشهنهادي بهتهر از الگهوریتم    دیده مي LETOR3با ارزیابي بر روي مجموعه داده . آموزش را کاه  دهد

 .کنددیگري در این زمینه که مبتني بر یادگیري جمعي هستند، عمل مي

 یابي اطلاعات، یادگیري ماشین، یادگیري جمعيبندي در بازبندي، یادگیري رتبهیادگیري در ایجاد رتبه :های کلیدیاژهو

 مقدمه -1

اي  هها از جایگهاه ویهژه    بندي امهروزه در پهژوه    مسائل رتبه

ردههاي متنهوعي بهه صصهو  در بازیهابي      برصوردارند و کارب

بنهدي را   مسهائل رتبهه  . اطلاعات و موتورهاي جستجو دارنهد 

 [1]دتوان به دو دسته کلي تسسیم کر مي

بهراي یهک درصواسهت وارد شهده،     : 9بنديایجاد رتبه .9

شههده از پیشههنهادات مبتنههي بههر یههک لیسههت مرتهه 

 .شودصصوصیات آن درصواست ارائه مي

 

                                                           
1. Ranking creation 

 

 
 

براي یک درصواست وارد شده، از  :5بنديتجمیع رتبه .5

چندین لیست مرته  شهده از پیشهنهادات اسهتفاده     

کرده و یک لیست مرت  شده جدیهد از پیشهنهادات   

 .شودارائه مي

بازیههابي اطلاعههات جههزو مسههائل دسههته اول، یعنههي ایجههاد   

در بازیابي اطلاعات، با ورود ههر  . شودبندي محسوب مي رتبه

  تم بازیابي اسنادي کهسیساز طرف کاربر، qوجوي  پرا
 

                                                           
2. Ranking aggregation 

 shakery@ut.ac.ir آزاده شاکري : دار مکاتباتنویسندۀ عهده
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 سیستم بازیابی

 سندهای مرتب شده

 سندها

 وجو پرس

 

 

 

 

 

 

 

 

 

 

 

 [1]مراحل بازیابی اطلاعات : 1شکل
 

اسههتخرا   Dوجههو هسههتند را از مجموعههه  مههرتبب بهها پههرا

منظور از اسناد مرتبب، سندهایي هستند که شهامل  . کند مي

بعهد از اسهتخرا  ایهن    . باشند وجو مي کلمات موجود در پرا

کنهد و درصهدي    بندي مي ها را رتبه اسناد، سیستم بازیابي آن

ان از اسناد با رتبه بها  را بهه عنهوان صروجهي بهه کهاربر نشه       

 .شوددیده مي 9مراحل عنوان شده در شکل . دهد مي

توانههد  سیسههتم بازیههابي عنههوان شههده، بههه چنههد طریهه  مههي 

ههاي سهنتي   یهک روش اسهتفاده از روش  . سهازي شهود   شبیه

ههاي ییهر یهادگیري معروفنهد،     بازیابي اطلاعات که بهه روش 

باشد و روش دیگر کهه   هاي زباني مي و یا مدل BM25مانند 

توجه بسیاري از پژوهشگران قرار گرفتهه اسهت،   امروزه مورد 

بنهدي   هاي یادگیري ماشهین بهراي رتبهه    استفاده از الگوریتم

کننههد بههر اسههاا  هههاي دسههته دوم سههعي مههي  روش. اسههت

بنهدي   هاي آموزشي که نشان دهنده رتبهه  اي از داده مجموعه

بنهدي بهراي    ها است، یک مدل رتبه اي از درصواست مجموعه

هها   ایهن روش . هاي جدید ارائهه کننهد   تسازي درصواس مرت 

بهراي  . شهوند  بندي مي بندي دستهتحت عنوان یادگیري رتبه

در تعری  عام، ههر  . بندي دو تعری  وجود داردیادگیري رتبه

بندي را یادگیري روش موجود در یادگیري ماشین براي رتبه

در تعری  صها ، ههر روش یهادگیري    . [1]نامندمیبندي رتبه

بندي به منظور ایجهاد  براي ساصتن یک مدل رتبهماشین که 

بنههدي و یهها تجمیههع آن مههورد اسههتفاده قههرار گیههرد را  رتبههه

 [1]نامندمیي بندرتبهي ریادگی

بنهدي از اهمیهت   بندي، بخ  ایجهاد رتبهه  در یادگیري رتبه

اي که اکثر مطالعهات انجهام   بیشتري برصوردار است، به گونه

ههاي  است و اکثر الگهوریتم شده در این بخ  صورت گرفته 

 . هستند 3پیشنهادي مبتني بر یادگیري با نظارت

بنهدي ارائهه   هایي که تا کنون بهراي یهادگیري رتبهه   الگوریتم

، مبتنهي بهر   4هاي مبتني بر نسطهاند، به سه بخ  روش شده

ههاي  روش[1] شهوند تسسهیم مهي   2و مبتني بر لیست 2جفت

ي را با تغییر در نحوه بندمبتني بر نسطه و جفت، مسائل رتبه

کننهد، در حهالي کهه    بندي تبدیل ميها به مسائل دسته داده

هههاي  هههاي مبتنههي بههر لیسههت، بههدون تغییههري در دادهروش

ورودي، با استفاده از بهینه کردن یک تهابع ههدف سهعي در    

 .نمایندجوي جدید ميوبندي پرا رتبه

نهدي  ب در این مساله الگوریتمي جدید در بخه  ایجهاد رتبهه   

هاي مبتنهي بهر   این الگوریتم در دسته روش. ارائه شده است

کنهد بها کمینهه کهردن حهد      گیرد و سعي ميلیست قرار مي

با یي از صطاي ایجاد شده به وسیله تعری  تهابع ههدف، بهه    

الگوریتم جدید مشابه  .بندي دست پیدا کنددقت با  در رتبه

به صورت تکهراري یادگیرههایي    AdaRank 0 [2]الگوریتم 

هاي آموزشي که توزیهع آنهها بهر اسهاا     ععی  بر روي داده

سازد تا بتوانهد در مجمهو     یادگیر قبلي تغییر یافته است، مي

                                                           
3. Supervised learning 

4. Pointwise 
5. Pairwise 

6. Listwise 
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ایده جدید روش ارائه شهده در ایهن   . را کمینه کندتابع صطا 

مساله این است که در سهاصت یادگیرههاي عهعی ، از تمهام     

جهو و مسهتندات مهرتبب بهه آنهها اسهتفاده       ومجموعه پهرا 

شود، بلکه درصدي از آنها که وزن بها تري دارنهد مهورد     نمي

ها علاوه بر  استفاده از درصدي از داده. گیرند استفاده قرار مي

شهود زمهان    شهود، سهب  مهي    این که باعث افزای  دقت مي

اي کاه  پیهدا کنهد و    اجراي الگوریتم به طور قابل ملاحظه

جوهها  ونیاز نباشد در هر تکرار، یادگیري بر روي تمهام پهرا  

با بررسي انجام شده بر روي هفت مجموعهه داده  . انجام شود

شود کهه الگهوریتم پیشهنهادي    دیده ميLETOR3  [3]در 

-م از لحاظ دقت و هم از لحاظ سرعت نسبت بهه الگهوریتم  ه

 .کند هاي قبلي بهتر عمل مي

-در ادامه مساله در بخ  دوم ابتدا مروري بهر روي الگهوریتم  

شود، سپس در بخ  سوم بندي انجام ميهاي یادگیري رتبه

سهازي و  و چهارم الگوریتم پیشنهادي به همراه نتهای  پیهاده  

در بخهه  پههنجم . شههودرائههه مههيارزیههابي ایههن الگههوریتم ا 

 .گیري و کارهاي آتي ارائه صواهند شد نتیجه

 مروری بر کارهای گذشته -2

بندي به دو سیستم یادگیري و سیستم فعالیت یادگیري رتبه

در سیسهتم یهادگیري، بها     [1] دشهو  بنهدي تسسهیم مهي    رتبه

وجوهها و اسهناد مهرتبب بهه      اي از پرا گیري از مجموعه بهره

شهود و در سیسهتم    بنهد سهاصته مهي    ها، یهک مهدل رتبهه    آن

بنههدي اسههناد بههراي  بنههدي از ایههن مههدل بههراي رتبههه  رتبههه

 .شود وجوهاي جدید بهره برده مي پرا

  و اسهناد    وجوههاي   در سیستم یادگیري، مجموعه پرا

                 صورت داده آموزشي به شهکل  به 
  

وجههوي  بههه عبههارتي هههر پههرا  . شههوند وارد سیسههتم مههي 

بهههه همهههراه اسهههناد مهههرتبب                   

به عنوان یک داده آموزشي                        

برابهر بها درجهه ارتبها         در این رابطهه  . گردد محسوب مي

تهرین حالهت    سهاده  است، که در   وجوي  به پرا   اسناد 

 "نهامرتبب "یها   "مهرتبب "این ارتبها  بهه صهورت برچسه      

در این مرحلهه بهراي سهاصت یهک مهدل      . گردد مشخص مي

، بهردار         وجهو و اسهناد مهرتبب    یادگیر، از زو  پرا

هههاي  بههه عبههارتي داده. شههود اسههتخرا  مههي   هههاي  ویژگههي

             آموزشي به شکل 
در انتهها  . یابد تغییر مي  

 .شود بندي ساصته مي ها مدل رتبه بر اساا این داده

بندي، بر اساا مدل ساصته شده، مجموعهه   در سیستم رتبه

وجوي جدید  در پاسخ به براي پرا     مستندات مرتبب

 .شوند بندي مي رتبه     

هاي یهادگیري ماشهین کهه    اکثر الگوریتمدر بخ  یادگیري، 

تواننهد  گیرند ميرار ميها مورد استفاده قبندي دادهدر دسته

یکهي از  . بندي مهورد اسهتفاده واقهع شهوند    در یادگیري رتبه

بندي که در هر سهه  هاي یادگیري در رتبهترین الگوریتم مهم

هاي مبتني بر نسطه، جفهت و لیسهت کهاربرد     دسته الگوریتم

؛ یعنهي  هاي یادگیري جمعي اسهت  دارد، استفاده از الگوریتم

بنهد و ترکیه  آنهها    از چندین دسته هابندي دادهبراي دسته

گیهري از  هها بهه علهت بههره    ایهن الگهوریتم  . کننداستفاده مي

تهري  تر و مسهاوم بند، در اکثر مواقع نتای  دقی چندین دسته

هها در یهادگیري   لذا استفاده از این الگهوریتم  ،کنندتولید مي

 .بندي مورد توجه واقع شده استرتبه

هاي مههم در یهادگیري    ز الگوریتمدر ادامه به معرفي برصي ا

مبتني بر نسطه، جفهت و  )موجود بندي در هر سه دسته رتبه

 .شودبا تمرکز بر روي یادگیري جمعي پرداصته مي( لیست

 های مبتنی بر نقطه روش -2-1

بنهدي اسهناد مهرتبب بهه      ها در رتبهه  ترین روش یکي از ساده

ري هاي موجود در یهادگی  وجو، استفاده مستسیم از روش پرا

هاي مبتنهي بهر    ها، تحت عنوان روش این روش. ماشین است

-ها، مسائل رتبهه  در این دسته روش. شوند نسطه شناصته مي

. شهوند  بندي و یا رگرسیون تبدیل مهي بندي به مسائل دسته

ههاي شهناصته شهده    صوبي این روش در این است کهه روش 

بندي و رگرسیون موجهود اسهت کهه     بسیاري در زمینه دسته

 .تواند مورد استفاده قرار گیرد مي

هها در ایهن اسهت کهه فهر        یکي از نسا  عهع  ایهن روش  

. شهود  وجو نادیده گرفته مهي  بندي اسناد براي یک پرا گروه

ها هدف تشخیص درجهه ارتبها  ههر     به عبارتي در این روش

 .وجو مستسل از اسناد دیگر است سند به پرا

ندي چندکلاسه در ببندي به صورت دستهمسائل رتبه[6]در 

بهر ایهن مبنها     McRankنظر گرفته شده است و الگهوریتم  
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در این الگوریتم اسناد به صهورت منفهرد در   . ارائه شده است

تههرین حالههت دو کههلاا  هههاي مختلهه  کههه در سههاده کههلاا

در ایهن  . گیرنهد  باشهد، قهرار مهي    مهي  "نامرتبب"و  "مرتبب"

شهود، بهه   مهي براي ارزیابي استفاده  DCGالگوریتم از معیار 

 DCGبند مناس ، داراي امتیهاز بها ي  این صورت که دسته

در این روش از ایده امیهد ریاعهي بهراي تبهدیل     . صواهد بود

. شهود  بنهدي اسهتفاده مهي   ها بهه امتیهاز رتبهه   احتمال کلاا

احتما ت براي هر کلاا توسب الگوریتم درصت بوسهتین   

 .گردددر امتداد گرادیان محاسبه مي

بنههدي بههه منظههور تخصههیص لعههه بههر روي دسههتهمطا[7]در 

از . امتیازدهي مناس  به هر شي ورودي انجهام گرفتهه اسهت   

این . بندي نیز استفاده نمودتوان براي رتبهاین امتیازدهي مي

بنهد   ، الگوریتمي برصب است که رتبهه Prankالگوریتم با نام 

ههر  . سهازد  مهي 6هاي موازي پرسهپترون  صود را براساا مدل

نایي جدا نمودن امتیازات دو همسایگي را از یکهدیگر  مدل توا

ها در ایهن روش همهان تعهداد     تعداد همسایگي. باشددارا مي

ترین حالهت اسهناد در    درجه ارتبا  اسناد است، که در ساده

 .گیرند دو همسایگي مرتبب یا نامرتبب قرار مي

الگوریتم دیگري در این حوزه از صهانواده   MARTالگوریتم 

هاي یادگیري جمعهي اسهت، کهه صروجهي آن یهک       مالگوریت

هههاي رگرسههیون  دار از مجموعههه درصههت ترکیهه  صطههي وزن

هر درصت رگرسیون با ههدف کمینهه کهردن تهابع     . باشد مي

 .[11]شود صطا در امتداد کاه  گرادیان ساصته مي

OC SVMالگوریتم 
یک روش مبتنهي بهر ماشهین بهردار      6

نههدي ترتیبههي ببههزرب بههراي دسههته 1پشههتیبان بهها حاشههیه

بهه   91شهود ابرصهفحاتي  در این الگهوریتم سهعي مهي   [4]تاس

هها یهاد   صورت موازي بهراي جداسهازي امتیهازدهي همسهایه    

هر همسایگي به صورت یک درجه ارتبها  بهین   . گرفته شود

بهراي تعریه  حاشهیه مناسه      . شود اسناد در نظر گرفته مي

 یکي در: ها، دو روش در نظر گرفته شده است بین همسایگي

هها و  نظر گرفتن حاشیه مساوي براي امتیازدهي به همسهایه 

بیشههینه کههردن ایههن حاشههیه و دیگههري در نظههر گههرفتن    

                                                           
7. Perceptron 

8.  Ordinal Classification SVM 

9.  Margin 

10. Hyperplanes 

ههاي متفهاوت بهراي ههر همسهایه و بیشهینه کهردن         حاشیه

 .ها مجمو  این حاشیه

 های مبتنی بر جفت روش -2-2

هاي مبتني بر جفت، هدف یافتن ترتی  بین ههر دو   در روش

ها بین هر جفت سد  این روش. توجو اس سند براي یک پرا

تهر اسهت، اسهناد را     با دادن امتیاز بیشتر به سندي که مرتبب

بهراي مثهال فهر  کنیهد بهراي یهک       . کننهد  بنهدي مهي   رتبه

در ایهن  . موجهود باشهد     و    ،    وجو، سهه سهند    پرا

اگهر ایهن   . شهود  ها ترتی  دو به دو اسناد مشهخص مهي   روش

      و       ،       ترتیهه  بههه صههورت   

بنهههدي نههههایي بهههه صهههورت  تشهههخیص داده شهههود، رتبهههه

 .آید بدست مي         

تهرین تهابع صطها بهه      هاي مبتني بر جفت، رایه   در الگوریتم

 .شود صورت ترتی  نادرست دو به دو اسناد در نظر گرفته مي

ههاي موجهود در ایهن زمینهه بهراي      یکي از اولهین الگهوریتم  

در ایهن    [8].اسهت  RankingSVMبنهدي،  یادگیري رتبه

بند بر اساا ماشهین   الگوریتم براي دو به دو اسناد یک دسته

بندها بهراي   سپس از این دسته. شود بردار پشتبان ساصته مي

 .شود بندي اسناد به صورت جفت بهره برده مي رتبه

گیري از یک تابع احتمالي ساده با بهره RankNetالگوریتم 

سبه تابع صطا و اسهتفاده از  براي محا99به نام آنتروپي متسابل

کند تا یک مهدل بهینهه   سعي مي 95گرادیان در امتداد نزولي

ایهن الگهوریتم بهه    [9]کندطراحي ميمبتني بر شبکه عصبي 

بنهدي مهورد    عنوان اولین الگوریتم مبتني بر یهادگیري رتبهه  

 . استفاده موتورهاي جستجو واقع شده است

 RankNet مشابه بها الگهوریتم   LambdaRankالگوریتم 

بند  شود که از شبکه عصبي براي ساصت مدل رتبه تعری  مي

این الگوریتم گرادیان تهابع صطها را بها    . کند صود استفاده مي

ایهن تهابع بهر اسهاا     . کند تعری  مي Lambdaعنوان تابع 

تغییر رتبه اسناد در یک لیست مرت  به منظور بهینه کردن 

تي ایهن روش بهراي   بهه عبهار  . شود بند تعری  مي کارایي رتبه

-بهههره مههياز شههبکه عصههبي  lambdaبهینههه کههردن تههابع 

 [10]برد

                                                           
11. CrossEntropy 

12. Gradient Descent 
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در راسههههتاي الگههههوریتم  LambdaMARTالگههههوریتم 

LambdaRank این الگهوریتم بهه جهاي سهاصت     . ارائه شد

بنههد از طریهه  شههبکه عصههبي، از روش درصتههان  مههدل رتبههه

-مهي بههره   MARTبوستی  و یا بهه عبهارتي از الگهوریتم    

کههارایي و دقههت ایههن روش در مسایسههه بهها روش  .[12]بههرد

LambdaRank با تر است. 

استفاده از درصت بوستی  در امتداد گرادیان سهعي  با [ 13]

کند در هر مرحله درصتي بسازد کهه کمتهرین صطها را از     مي

سهپس  . نظر مشخص کردن ترتی  بین دو سند داشته باشهد 

. شهود  هاي قبلي ترکی  مي این مدل به صورت صطي با مدل

در مرحله بعد از مدل ساصته شده براي یافتن ترتی  مجهدد  

ایهن  . شود شود و تابع صطا محاسبه مي بین اسناد استفاده مي

گیهرد تها در نهایهت مهدل      روند به صورت تکراري صورت مي

 .بند نهایي ساصته شود رتبه

کههه [14]اسههت  RankBoostالگههوریتم دیگههر، الگههوریتم  

این الگوریتم در ههر  . کندل ميمبتني بر روش بوستین  عم

بند ععیفي بسازد که کمترین صطا  کند رتبه مرحله سعي مي

را از نظر تشخیص نادرست ترتی  بین جفهت اسهناد داشهته    

بدین منظور در هر مرحله وزن اسناد را به صورت دوبه . باشد

ها، مدل کلهي   بند سپس با ترکی  این رتبه. دهد دو تغییر مي

توانهد بهر    بند ععی  در هر مرحلهه مهي   بهرت. شود ساصته مي

اساا انتخاب مسدار بهترین ویژگي و یها انتخهاب حهدي بهر     

 .ها منظور شود روي ویژگي

الگهوریتمي اسهت کهه بهراي      Ranking Forestالگهوریتم  

بندي ارائهه شهده اسهت و نهوعي از الگهوریتم یهادگیري        رتبه

ا اي از درصتهان تصهادفي را به    جمعي است که نتای  مجموعه

گیهري بهراي    این الگهوریتم عمهل نمونهه   . کند هم ترکی  مي

  دهد تها ارتبها   بند را به صورت بگین  انجام مي ساصت رتبه

 [15]دهدبند را کاه   بین دو درصت رتبه

ههایي هسهتند کهه در دسهته     چهارالگوریتم انتهایي، الگوریتم

 .گیرندهاي مبتني بر یادگیري جمعي قرار ميالگوریتم

 بتنی بر لیستهای مروش -2-3

بنهدي اسهناد بهراي ههر      هاي مبتني بر لیست، رتبهه  در روش

در ایهن روش بهر   . پهذیرد  وجو به صورت کامل انجام مي پرا

هاي مبتني بر نسطه و مبتنهي بهر جفهت کهه بهه       صلاف روش

بیني ترتیه    بیني ارتبا  تک سند و پی  ترتی  هدف پی 

وجو بهه   بین جفت اسناد است، کل اسناد مرتبب به یک پرا

هها بهه    لهذا ایهن روش  . شود آموزشي محسوب مي عنوان داده 

سازي مستسیم یکي از معیارهاي بازیابي اطلاعات  سوي بهینه

از ایههن جهههت بههه  . رونههد وجوههها مههيبههر روي تمههام پههرا 

-ههاي بهینهه  ها، الگهوریتم  هاي موجود در این روش الگوریتم

را  ها مشهکلات صها  صهود   البته این روش. گویند سازي مي

دارد، به این علت که اکثر معیارهاي ارزیابي، توابعي ناپیوسته 

-هها سهعي مهي   به همین دلیل در این دسته از روش. هستند

سازي بهر روي  شود تا تخمیني از این توابع ارائه شود و بهینه

 .آن صورت گیرد

 SVMهاي این دسهته، الگهوریتم   یکي از مهمترین الگوریتم

MAP [16 ] سازي مستسیم معیار بهینهکه از استMAP 

کند، به ایهن صهورت   براي ساصت مدل یادگیري استفاده مي

حد با یي از صطا را کهه بهر    HINGEکه با استفاده از تابع 

بهراي  . کنهد  بهنیه مي محاسبه شده استMAPاساا معیار 

بهینه سازي این تهابع صطهاي جدیهد از الگهوریتم یهادگیري      

توانهد  این ایده مهي . شودرده ميماشین بردار پشتیبان بهره ب

اي کهه بهراي ههر حهد بها یي از      گسترش پیدا کند، به گونهه 

صطایي که با استفاده از معیارههاي بازیهابي اطلاعهات ایجهاد     

 .توان از الگوریتم ماشین بردار پشتیبان استفاده نمود شود مي

الگهوریتم دیگهري اسهت کهه یهک راه       SoftRankالگوریتم 

. دههد بندي ارائه مهي ي محاسبه توزیع رتبهبرا( نرم) تخمیني

به این صورت کهه امتیهاز اسهناد را بهه صهورت یهک متغیهر        

توزیع ایهن امتیهازات   . گیرد تصادفي از نو  گوسي در نظر مي

براي هر سند به عنوان مبنایي براي تعری  معیارهاي بازیابي 

اي کهه بها   شهود ، بهه گونهه    اطلاعات به صورت احتمهالي مهي  

توان بهه طهور تخمینهي معیارههایي     ز این توزیع مياستفاده ا

صهوبي ایهن روش در   . [17]کهرد  را محاسبه NDCGمانند 

این است که در اکثر معیارههاي ارزیهابي کهه توانهایي بهینهه      

 .توان از این روش استفاده نمودسازي مستسیم را ندارند، مي

یههک مههدل مبتنههي بههر شههبکه از ListNet [18 ]الگههوریتم 

به عنوان تابع صطها بهراي سهاصت مهدل      KLر عصبي و معیا

کند، به این صورت که در ابتدا احتمال بندي استفاده ميرتبه

تهاي برتهر    kبندي و یا به عبارتي احتمال هاي رتبهجایگشت

گیهري از  شود و سپس با بههره یک لیست از اشیا محاسبه مي
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، تفهاوت بهین لیسهت    KLاین احتمال و با اسهتفاده از روش  

بندي بندي ساصته شده از طری  یادگیري و لیست رتبهرتبه

شود و با روش گرادیان نزولي لیست بهینه واقعي محاسبه مي

 .آید بدست مي

این الگوریتم مبتنهي    [2]است AdaRankالگوریتم بعدي 

بر بوستی  است، بهه ایهن صهورت کهه بهه صهورت تکهراري        

آنهها   هاي آموزشي که توزیعیادگیرهاي ععیفي بر روي داده

سازد و جمعهي از  بر اساا یادگیر قبلي تغییر یافته است، مي

یهادگیر  . کنهد بندي تولید مي یادگیرهاي ععی  را براي رتبه

ععی  در هر مرحله با انتخاب یک ویژگي که با هدف کمینه 

یها   MAPمبتنهي بهر یکهي از معیارههاي     ) کردن تابع صطا 

NDCG )ن روش تفاوت ای. شود گیرد ساصته مي صورت مي

بندي، استفاده از معیارهاي ارزیابي هاي جمعي دستهبا روش

 .به عنوان تابع صطا و روش انتخاب تابع یادگیر ععی  است

 الگوریتم پیشنهادی -3

هههاي مبتنههي بههر نسطههه، جفههت و لیسههت   در بههین الگههوریتم

هاي موجود در دسته مبتني بر لیست کارایي بهتري الگوریتم

ههاي موجهود در ایهن    لهام از الگهوریتم در این مساله با ا. دارند

گیري از یهادگیري جمعهي، الگهوریتمي ارائهه     دسته و با بهره

 .بندي مستندات داردصواهد شد که سعي در یادگیري رتبه

 AdaBoostایهههن الگهههوریتم الههههام گرفتهههه از الگهههوریتم 

-Rمبتنههههههي بههههههر بوسههههههتی  و الگههههههوریتم  [19]

AdaBoost[20]دي مشهابه  در الگهوریتم پیشهنها  . باشد مي

به صورت تکراري یادگیرهاي ععیفي  AdaBoostالگوریتم 

هاي آموزشي که توزیع آنهها بهر اسهاا یهادگیر     بر روي داده

شود، با این تفاوت کهه در   قبلي تغییر یافته است، ساصته مي

سعي در ساصت دسته بند است، ولي  AdaBoostالگوریتم 

بنهدي  در الگوریتم پیشنهادي هدف سهاصت یهک تهابع رتبهه    

وجهوي   است که بتواند مستندات را در پاسهخ بهه یهک پهرا    

در نهایت با ترکی  این یادگیرهاي ععی  . صا  مرت  کند

 .شودبندي ساصته ميیک تابع رتبه

-Rبندهاي عهعی ، مشهابه الگهوریتم    در مرحله ساصت رتبه

AdaBoost هادادهبندهای  از درصدي از که در ساصت دسته 

 

ههاي آموزشهي،   به جاي استفاده از کل دادهشود، استفاده مي

ههاي آموزشهي کهه وزن    داده% 51از درصدي از آنها، مثلا از 

نشهان داده   Rاین پارامتر بها  . شودبا تري دارند، استفاده مي

ایهن  . کندها را بیان ميشود و درصد انتخاب تصادفي دادهمي

بنهدهاي جدیهد تمرکهز صهود را     شهود رتبهه  ویژگي سب  مي

هایي که داده)هاي با وزن با تر قرار دهند  ر بر روي دادهبیشت

. و لذا دقت را با تر صواهد برد( اندبندي نشدهبه درستي رتبه

بنهد عهعی  از    در ساصت هر رتبهه  AdaRankدر الگوریتم 

بهر  شود و این علاوه بر زمانهاي ورودي استفاده مي همه داده

دگیري محلي از بهین  شود قابلیت یابودن الگوریتم، سب  مي

 .برود

مبتنههي بههر  AdaRankروش پیشههنهادي مشههابه الگههوریتم 

ههاي ورودي آن بهه صهورت بهرداري از     لیست است، لذا داده

ها و لیست مرته  شهده متنهابر بها آنهها بهه صهورت        ویژگي

             
-هدف ساصت یک تابع رتبهه . صواهد بود  

بهر     است که بتوانهد یهک لیسهت مرته  شهده           بند 

-وهاي اسهتخرا  شهده ازپهرا    ویژگي) xهاي حس  ویژگي

. بهه وجهود آورد   (مرته  شهده بهراي آن    dو مستند  qجوي 

بههراي بررسههي ارزیههابي ایههن لیسههت ایجههاد شههده یههک تههابع 

بند باید دقهت را بهر روي   تابع رتبه. شودتعری  مي       

تابع ارزیابي بیشینه کند که این مستلزم کمینه کهردن تهابع   

 .شودتعری  مي 9است که در معادله صطا

ذکر  9پیوست شماره لیست تمام معاد دت در )  (9)معادله 

  (شده است

   نشان دهنده ارزیابي لیسهت مرته  شهده           تابع 

بهراي ههر    yتولید شده توسب تابع یادگیري و لیست اصهلي  

به عنهوان تهابع صطها         پس . عضو از داده آموزشي است

 .شوده ورودي محسوب ميروي مجموعه داد

سههازي مسههتسیم هههاي بهینهههحههل ایههن تههابع صطهها بهها روش

توانهد   در این روش که مي Eپذیر نخواهد بود، زیرا تابع  امکان

باشد ناپیوسته و مشهت  ناپهذیر    NDCGو یا  MAPمعیار 

بهدین  . شود تاحد بها ي آن کمینهه شهود   است، لذا سعي مي

براي پیهدا کهردن ایهن حهد      5معادله   از [2]مشابه  منظور 

 3سازي، تبدیل به معادله پس مسئله بهینه .شوداستفاده مي

از حهد       شود، یعني به جاي بهینه کردن تهابع صطها   مي

 .شودبا ي آن استفاده مي
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 (3)و ( 5)معادله

 

الگوریتم پیشنهادي به صورت تکهراري سهعي در حهل ایهن      

 . کند سازي مي مسئله جدید بهینه

، الگهوریتم  (T) هاي آموزشهي و تعهداد تکرارهها   با ورود نمونه

بنههد در هههر تکهرار یههک رتبههه  AdaRankمشهابه الگههوریتم  

سازد و با ترکی  صطهي ایهن   مي             ععی  

تفاوت . آورد را به وجود مي     سازي بندها مدل مرت رتبه

در این است که  AdaRankالگوریتم پیشنهادي با الگوریتم 

ههاي آموزشهي در   جاي اینکه در هر تکرار از تمهام نمونهه   به

از  %Rبند عهعی  بههره گرفتهه شهود، تنهها از      ساصت رتبه

ایهن  . ها که وزن بها تري دارنهد اسهتفاده صواههد شهد     نمونه

هایي قرار بگیرد شود تا تمرکز بر روي نمونهانتخاب سب  مي

ان اند و عمن کاه  زمه بندي نشدهکه تا کنون درست رتبه

 .بردیادگیري، دقت را نیز با  مي

 

 

Input:              
  and parameters E and 

T 
Set the Randomness Level R 

Initialize        
   

For t = 1,…, T 

 Create weak ranker    with weighted 
distribution    from the top R percent of 

the training data S 

 Choose    

   
 

 
   

                  
 
   

                  
 
   

 

 Create    

              

 

   

 

 Update      

        
               

                
 
   

 

End For 

Output ranking model:            

 الگوریتم پیشنهادی: 2شکل
 

 

D
ow

nl
oa

de
d 

fr
om

 jo
r.

ira
na

ic
t.i

r 
at

 1
7:

50
 +

03
30

 o
n 

W
ed

ne
sd

ay
 F

eb
ru

ar
y 

11
th

 2
02

6

http://jor.iranaict.ir/article-1-405-fa.html


 9314ستان زمو  پاییز،  52و52هاي ، شمارههفتمفصلنامه فناوري اطلاعات و ارتباطات ایران، سال ........                              الهام قنبري و 

37 

 

در ادامه، به منظور بهینه کردن تابع صطا کهه حهد بها یي از    

شهود، توزیهع   تعریه  مهي   NDCGو یها   MAPمعیاري از 

هها  در ابتهدا همهه نمونهه   . کندتغییر مي   هاي آموزشي داده

ههایي کهه   در هر تکرار وزن نمونه. یکسان هستندداراي وزن 

-به درستي مرت  نشده است، افهزای  مهي       توسب تابع

یابد، و در نتیجه یادگیري در تکهرار بعهد تمرکهز صهود را بهر      

هاي بندي نمونهروي ایجاد یک یادگیر ععی  به منظور رتبه

معیهار ارزیهابي ایهن تهابع یهادگیر نیهز       . دهددشوارتر قرار مي

در هر مرحله به منظور ترکیه   . ه کردن تابع صطا استکمین

   این توابع یادگیر ععی ، بهه ههر کهدام از آنهها یهک وزن      

شودکه نشان دهنهده درجهه اهمیهت ایهن      اصتصا  داده مي

پس روش ترکی  این توابهع یهادگیر بهراي    . تابع یادگیر است

 . دار استبندي، جمع وزنساصت یک مدل رتبه

  (4)معادله 

 پیاده سازی و ارزیابی -4

پیشنهادي پرداصته صواههد   در این بخ  به ارزیابي الگوریتم

سازي، شامل مجموعه در ابتدا تنظیمات  زم براي پیاده. شد

شهود و سهپس   داده مورد استفاده و معیار ارزیهابي بیهان مهي   

 .گیردنتای  آزمایشات مورد بررسي قرار مي

 ها مجموعه داده -4-1

 LETORیتم پیشهنهادي مجموعهه داده   براي ارزیابي الگور

مجموعهههه . گیهههردمهههورد اسهههتفاده قهههرار مهههي 3نسهههخه 

توسههب محسسههان  TRECهههاي از دادهLETOR  0[3]داده

ههاي یهادگیري   بیشهتر روش . ماکروسافت بدست آمده اسهت 

-بندي از این مجموعه داده بهراي ارزیهابي کهارایي روش   رتبه

بهراي سهاصت نسهخه سهوم ایهن      . کننهد هایشان استفاده مي

 OHSUMED[21]ز دو مجموعهههه داده مجموعهههه داده ا

در مجموعههههه داده . اسههههتفاده شههههده اسههههت   GOV.و

OHSUMED ،912 وجو موجود است که در حهدود  پرا

از . مستند به هر کدام از آنها تخصیص داده شده اسهت  925

 . ویژگي استخرا  شده است 42این مجموعه داده در کل 

وزه از ترکی  نتای  جستجو در سه حه  GOV.مجموعه داده 

 Topic Distillation(TD) ،HomePageوب شهامل  

Finding(HP)  وNamed Page Finding(NP) 

از  5114و  5113ههاي   تشکیل شده است که در طهي سهال  

وجوها در تعداد پرا. آوري شده است جمعTRECمجموعه 

هر زیرمجموعه متفاوت است، ولي به طور کلي این مجموعهه  

هاي اسهتخرا  شهده   یژگيتعداد و.جو استوپرا 321شامل 

 .ویژگي است 24از این مجموعه داده برابر با 

 معیارهای ارزیابی -4-2

-بند را مورد ارزیابي قرار مهي معیارهایي که کارایي مدل رتبه

دهند، به صورت مسایسه بین لیست مرت  صروجي از مدل با 

در زمینهه  . کننهد لیست مرت  شده واقعي موجود عمهل مهي  

بازیههابي اطلاعههات، معیارهههاي ارزیههابي متفههاوتي از جملههه    

NDCG
93 ،DCG

94،MAP
مههههورد اسههههتفاده قههههرار  92

و  P@nو NDCGدر ایهن مسالهه از سهه معیهار     . گیرنهد  مي

MAP علههت انتخههاب ایههن معیارههها،  . شههوداسههتفاده مههي

گستردگي استفاده از آنها در بهین پژوهشهگران ایهن زمینهه     

   و مجموعهه سهندهاي      وجهوي  اوقتي یهک پهر  .است

و    بنهدي  تخصیص داده شده به آن به همراه لیسهت رتبهه  

بهراي ایهن    DCGتوان معیهار  شود، ميوارد مي   برچس  

 تعریه   2ام آن را به صورت معادله  kوجو در موقعیت پرا

 .[21]کرد 

 (2)معادله 
(1)  

 

 

 

 

 

 (2)معادله 

                                                           
13. Normalized Discounted Cumulative Gain 

14. Discounted Cumulative Gain 

15. Mean Average Precision 

تابع تخفی  بر اساا  D(1)یک تابع بهره و  G(1)که در آن

     نشان دهنده موقعیت مستند    (j)موقعیت است و نیز 

 نرمال شده این معیار به نام . است      اربنديدر رتبه

NDCGشودمي شناصته. 
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      ه در آن کهه
بههه عنههوان عامههل هنجارسههازي        

در حههالتي اسههت کههه  DCGشههود و بیشههینه معرفههي مههي

 .مستندات در بهترین ترتی  مناس  مرت  شده باشند

  [23]شود تعری  مي 6متوسب دقت به صورت معادله 

  (6)معادله 

است کهه       نشان دهنده سطح ارتبا  سند      که در آن 

کهه بهه         . دهدرا به صود اصتصا  مي 9یا  1دو مسدار 

گویند مي   وجوي براي پرا     آن دقت تا موقعیت سند 

 .شودتعری  مي 6به صورت معادله 

  (6)معادله 

-در رتبهه      نشان دهنده موقعیت سهند        که در آن 

روي  APمیهانگین   MAPبهراي محاسهبه   . اسهت    بندي 

 .0 [23]شود وجوها محاسبه ميمجموعه تمام پرا

سهند بها  اسهت،     nکه نشان دهنهده دقهت در    P@nمعیار 

 nپهارامتر   jشهود کهه بهه جهاي     تعری  مهي  6توسب معادله 

 .شودجایگزین مي

 نتایج -4-3

-ها از اعتبارسنجي متساطع پن  دسهته براي ارزیابي الگوریتم

هها در ههر   ست، به ایهن ترتیه  کهه داده   استفاده شده ا 92اي

قسمت تسسهیم شهد و سهه دسهته بهراي       2مجموعه داده به 

آموزش، یکهي بهراي اعتبهار سهنجي و دیگهري بهراي تسهت        

ههاي موجهود   براي ارزیابي نتای ، از تمام ویژگي .استفاده شد

هها بهه صهورت    ایهن ویژگهي  . ها استفاده شد در مجموعه داده

 .باشد هنجار شده مي

سهازي بهراي مجموعهه داده     در ابتدا به طور کامل نتای  پیاده

OHSUMED  شهود و سهپس نتهای  بهراي     نشان داده مهي

این نتهای   . گیرد مورد بررسي قرار مي GOV.مجموعه داده 

هم به صورت کلي براي این مجموعه داده و ههم بهه صهورت    

 .زیرمجموعه آن ارائه صواهد شد 2مجزا براي 

هاي مهورد   اي از نظر انتخاب درصد نمونه هدر انتها هم مسایس

بهر روي مجموعهه    (R) هاي ععی  نظر براي آموزش یادگیر

ها و نیز بررسي تاثیر زماني اجراي ایهن الگهوریتم انجهام    داده

                                                           
16. 5-fold cross validation 

دهد که براي رسیدن این مسایسه به صوبي نشان مي. شودمي

ها نیست و با  با  نیازي به استفاده صد درصد داده MAPبه 

توان در کنهار کهاه  چشهم گیهر     تن درصدي از آنها ميداش

 . زمان به جواب صوبي رسید

بهها اعمههال الگههوریتم پیشههنهادي بههر روي مجموعههه داده     

OHSUMED  تکههرار، نتههای   2درP@n  وMAP  بههراي

 . شوددیده مي 9این نتای  در جدول . هر تکه محاسبه شد

پایهه آن  ، نتای  الگوریتم پیشهنهادي و الگهوریتم   5در جدول 

شهود  در این جدول دیده مهي . آمده است AdaRankیعتي 

الگوریتم پیشنهادي بهر روي ایهن مجموعهه داده     MAPکه 

است که در مسایسه با الگوریتم پایهه آن کهه    124256برابر با 

درصد داشهته   322بوده است، رشدي برابر با  124322برابر با 

ت نیهز  روند رشهد الگهوریتم پیشهنهادي در مهورد دقه     . است

 .شود مشاهده مي

هم صهورت گرفهت،    NDCGهمین روند در مورد معیار 

به این صورت کهه بها اعمهال الگهوریتم پیشهنهادي بهر روي       

تکهههههرار نتهههههای   2در  OHSUMEDمجموعهههههه داده 

NDCG@K    ایهن نتهای  در   . براي هر دسهته ذصیهره شهد

دهد که در  نتای  این جدول نشان مي شوددیده مي 3جدول 

یز الگوریتم پیشهنهادي بهه صهوبي عمهل کهرده و      این معیار ن

پیهدا   AdaRankتوانسته است برتري مطلسي بهر الگهوریتم   

بهه صهوبي گهواه ایهن مطله        4نتای  موجود در جدول . کند

 OHSUMEDطور که در مورد مجموعهه داده  همان .است

عنوان شد، نتهای  بدسهت آمهده از الگهوریتم پیشهنهادي بهه       

و  MAP ،P@Kصهههوبي توانسهههته اسهههت در معیارههههاي 

NDCG@K  برتري نسبت به نتای  الگوریتمAdaRank 

توان گفهت ایهن ایهده کهه در ههر      در نتیجه مي. داشته باشد

هها، بهر روي درصهدي از    یادگیري به جاي انتخاب همهه داده 

تواند ما دارند، آموزش صورت بگیرد، ميآنها که وزن با تري 

 .را به نتای  بهتري برساند

علاوه بر مسایسه الگوریتم پیشهنهادي بها الگهوریتم پایهه     

AdaRank   ههاي دیگهر    ، الگوریتم پیشهنهادي بها الگهوریتم

بندي که مبتني بر یادگیري جمعي هستند نیز  یادگیري رتبه

م پیشهنهادي  به طور صا  الگهوریت . مورد مسایسه قرار گرفت

  RankBoostههاي  هاي مطهر  دیگهري بهه نهام     با الگوریتم
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نظههههههر از MART [11]و RankingForest  0 [15]و [14]

 مورد  OHSUMEDبر روي مجموعه داده  MAPمعیار 

نشهان   3نتای  این مسایسهه درشهکل   . مسایسه قرار گرفت

 .داده شده است

 

 OHSUMEDالگوریتم پیشنهادی در مجموعه داده  Precisionو  MAPنتایج  :1جدول
 

MAP P@10 P@5 P@3 P@1  

123262 123696 124656 122313 122324 Fold1 

124251 122146 122333 122694 126943 Fold2 

124652 122269 122625 122261 126291 Fold3 

122961 122625 122112 122341 126943 Fold4 

124253 122694 122369 122652 126943 Fold5 

124256 122963 122626 122965 126165 Avg.  
 

 OHSUMEDدر مجموعه داده AdaRankالگوریتم پیشنهادی با الگوریتم  Precisionو  MAPمقایسه نتایج :  2جدول
 

 
P@1 P@3 P@5 

P@1

0 

MA

P 

AdaRa

nk 

1222

64 

1224

29 

1221

23 

1246

25 

1243

22 

Propose

d 

algorith

m 

1261

65 

1229

65 

1226

26 

1229

63 

1242

56 

 

 OHSUMEDدر مجموعه داده پیشنهادی الگوریتم  NDCGنتایج : 3جدول
 

@10 @5 @3 @1  

123616 123161 124563 124646 Fold1 
124261 124624 124666 122663 Fold2 

124212 122942 122969 122911 Fold3 

124662 124161 122934 122911 Fold4 

122124 122466 122195 122911 Fold5 

124212 124661 122166 122626 Avg. 

 

 OHSUMEDدر مجموعه داده AdaRankالگوریتم پیشنهادی با الگوریتم  NDCGمقایسه نتایج : 4جدول

 
@1 @3 @5 @10 

AdaRank 
12463

9 

12442

1 

12459

9 

12452

3 

Proposed 

algorithm 

12262

6 

12216

6 

12466

1 

12421

2 
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 OHSUMEDها در  الگوریتم پیشنهادی با سایر الگوریتم MAPنتایج مقایسه  : 3شکل

 

شود، الگوریتم پیشهنهادي   دیده مي 3طور که در شکل  همان

بها تري نسه     MAPبه  OHSUMEDدر مجموعه داده 

در گام بعدي آزمایشات، .ها دست یافته است به سایر الگوریتم

. رفتنیز صورت پذی GOV.این روند در مورد مجموعه داده 

با اعمال الگوریتم پیشنهادي بر روي این مجموعه داده نتای  

P@n  وMAP  با الگوریتم پایهAdaRank   مورد مسایسهه

دهد کهه   نشان مي 2نتای  بدست آمده در جدول . قرار گرفت

روند رشد الگوریتم پیشنهادي در مورد این مجموعه داده نیز 

م صهورت  ه NDCGهمین روند در مورد معیار  .وجود دارد

نشهان دهنهده برتهري     2گرفت و نتای  ارائه شده در جهدول  

 .است AdaRankالگوریتم پیشنهادي نسبت به الگوریتم 

دههد   نتای  بدست آمده در این مجموعه داده نیهز نشهان مهي   

الگهههوریتم پیشهههنهادي بهههه صهههوبي توانسهههته اسهههت در   

برتري نسبت به  NDCG@Kو  MAP ،P@Kمعیارهاي

 .داشته باشد AdaRankنتای  الگوریتم پایه

در نهایههت بههراي بررسههي کههارایي الگههوریتم پیشههنهادي،     

هاي دیگهر یهادگیري    اي بین این الگوریتم با الگوریتم مسایسه

بندي که مبتني بر یادگیري جمعي هستند از نظر معیار  رتبه

MAP نتای  بهراي مجموعهه داده اسهتاندارد    . صورت گرفت

LETOR3   کهههه از دو مجموعهههه دادهOHSUMED  و

.GOV  طهور   همهان  .نشان داده شده است 6است، درجدول

شههود، الگههوریتم پیشههنهادي در  دیههده مههي 6کههه در جههدول 

 نسبت به دیگر  GOV.و  OHSUMEDمجموعه داده 

 .با تري دست یافته است MAPها به  الگوریتم

. زیر مجموعه تشکیل شده اسهت  2از  GOV.مجموعه داده 

ها نیز  براي این زیر مجموعه داده تر، نتای  براي بررسي دقی 

بهدین منظهور در گهام بعهدي     . به تفکیک بیهان صواههد شهد   

آزمایشات، براي هر ش  زیهر مجموعهه داده معرفهي شهده،     

ههاي پایهه    کارایي الگوریتم پیشنهادي در مسایسه با الگوریتم

 RankingForest)بنهدي یادگیري جمعي در یادگیري رتبه

مورد ارزیهابي  ( AdaRankو  RankBoostو  MARTو 

نشهان   6در جهدول   MAPقرار گرفت و نتای  آن نظر معیار 

 .داده شده است

هها،  دهد که در همه ایهن زیهر مجموعهه داده   نتای  نشان مي

 AdaRankالگوریتم پیشنهادي از الگوریتم پایه صود، یعني 

این رونهد   .با تري رسیده است MAPبهتر عمل کرده و به 

در . شهود  نیهز مشهاهده مهي    MARTریتم در مسایسه با الگو

و  RankBoostهههههههاي مسایسههههههه بهههههها الگههههههوریتم

RankingForest   به جهز دو مجموعهه داده ،TD2004  و

NP2003   الگوریتم پیشهنهادي همننهان ،MAP   بها تري

هها   لذا براي ادامه کار کارایي این الگوریتم. بدست آورده است

 NDCGبر روي دو مجموعه مورد بحث بها  از نظهر معیهار    

 .گیرد هم مورد بررسي قرار مي

بههراي مجموعههه داده   NDCG@Kمعیههار  1در جههدول 

TD2004  از منظر الگوریتمRankBoost  وAdaRank 

 .شود يو الگوریتم پیشنهادي مشاهده م
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 GOV.در مجموعه داده AdaRankالگوریتم پیشنهادی با الگوریتم  Precisionو  MAPمقایسه نتایج :  5جدول
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 GOV.در مجموعه داده AdaRankالگوریتم پیشنهادی با الگوریتم  NDCGمقایسه نتایج : 6جدول

 
@1 @3 @5 @10 

AdaRank 122133 122246 122226 122611 

Proposed 

Algorith

m 

122926 122226 122612 122614 

 

 LETOR 3ها به صورت تجمیع در مجموعه داده  الگوریتم پیشنهادی با سایر الگوریتم MAPمقایسه نتایج : 7جدول

 
OHSUMED .GOV 

Ranking Forest 124392 122511 

MART 124521 124266 

RankBoost 124499 124166 

AdaRank 124322 122962 

Proposed Algorithm 124256 122321 

 

 GOV.های  ها در زیر مجموعه داده با سایر الگوریتم پیشنهادیالگوریتم  MAPمقایسه نتایج : 8جدول
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TD2003 125512 129666 125532 15425 125295 

TD2004 125265 129662 125966 129194 125114 

NP2003 122122 122553 122412 122965 122363 

NP2004 122661 122966 122221 122116 122239 

HP2003 126321 126311 126514 126353 126434 

HP2004 122564 124112 122521 126551 126325 
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 TD2004ها در مجموعه داده  با سایر الگوریتم پیشنهادیالگوریتم  NDCGمقایسه نتایج :9جدول

 
@1 @3 @5 @10 
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 NP2003ها در مجموعه داده  با سایر الگوریتم پیشنهادیالگوریتم  NDCGمقایسه نتایج :11جدول

 
@1 @3 @5 @10 

RankBoost 105411 106344 106784 106964 

AdaRank 105167 106165 106445 106712 

Proposed Algorithm 105267 106181 106711 106888 

 

 MAPشود که همان طور که  در این مجموعه داده دیده مي

بیشتر است، در  AdaRankالگوریتم پیشنهادي از الگوریتم 

هم باز الگوریتم پیشنهادي توانسهته بهه    NDCG@kمعیار 

در مههورد الگههوریتم . صههوبي بهها ایههن الگههوریتم رقابههت کنههد 

RankBoost شههود کههه در معیههار  مشههاهده مههيNDCG ،

الگوریتم پیشنهادي توانسته است به کهارایي بهتهري دسهت    

در بسیههه برتههري بهها  NDCG@1پیههدا کنههد و بههه جههز در 

ایهن مجموعهه داده،   پهس در  . الگوریتم پیشنهادي بوده است

نسهههبت بهههه  MAPاگهههر چهههه الگهههوریتم پیشهههنهادي در 

RankBoost     با تر قرار نگرفهت، ولهي در معیهارNDCG 

 .رقابت کند RankBoostتوانست به صوبي با الگوریتم 

هم انجهام   NP2003همین آزمای  در مورد مجموعه داده 

 .شود مشاهده مي 91شده است که نتای  در جدول 

شهود کهه همهان طهور کهه       داده مشاهده مي در این مجموعه

MAP  الگوریتم پیشنهادي از الگوریتمAdaRank   بیشهتر

هم بهاز الگهوریتم پیشهنهادي     NDCG@kاست، در معیار 

در مهورد  . توانسته بهه صهوبي بها ایهن الگهوریتم رقابهت کنهد       

شههود کههه در معیههار  مشههاهده مههي RankBoostالگههوریتم 

NDCGتم ، باز هم نتوانسته با الگوریRankBoost  رقابت

 .شود که این اصتلاف بسیار کم است البته مشاهده مي. کند

 

زیهرا  . شایان ذکر است که این روند زیاد دور از انتظار نیسهت 

نیهز عنهوان شهده اسهت، ماهیهت ایهن        [24]ردطور که  همان

وجوهها بها سهایر     ها به علت تعداد کم بودن پهرا  زیرمجموعه

 .ها متفاوت است زیرمجموعه

وه بر این در تحلیلي که بر روي مجموعهه داده اسهتاندارد   علا

LETOR3     انجام گرفت، عنوان شهد کهه دو مجموعهه داده

TD2004 وNP2003       داراي رفتهار یکسهاني بهراي تمهام

ها رفتار  به عبارتي مابسي مجموعه داده. باشند ها نمي  الگوریتم

دهند  ها نشان مي مشابهي از نظر روند رشد در مورد الگوریتم

گیرند، ولهي ایهن دو مجموعهه داده     و در بازه نزدیک قرار مي

 .[25]هستند با یي MAPداراي اصتلاف 

شهود، الگهوریتم    دیهده مهي   6و  6طهور کهه در جهدول     پس همان

پیشنهادي اگر چه بر روي دو زیر مجموعه موف  نبوده اسهت، امها   

به صورت تجمیع، به با ترین  LETOR 3بر روي مجموعه داده 

MAP ها دست یافته است نسبت به سایر الگوریتم . 

بهدین  . ها استدر مجموعه داده Rفاز بعدي، بررسي انتخاب معیار 

ها بهر روي کهل مجموعهه     ها، ابتدا آزمای منظور در مجموعه داده

انجهام شهد و سهپس بهراي ههر       0.1ههایي بها فاصهله     Rها با داده

بهتهرین   Validationمجموعه داده و با استفاده از مجموعه داده 

R شوددیده مي 91تا  4هاي  نتای  در شکل. انتخاب شد. 
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 OHSUMEDهای متفاوت در مجموعه داده  Rنتایج : 4شکل
 

 

 

 TD2003های متفاوت در مجموعه داده  Rنتایج : 5شکل
 

 

 
 TD2004های متفاوت در مجموعه داده  Rنتایج : 6شکل
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 NP2003های متفاوت در مجموعه داده  Rنتایج : 7شکل

 

 

 
 NP2004های متفاوت در مجموعه داده  Rنتایج : 8شکل

 

 

 
 HP2003های متفاوت در مجموعه داده  Rنتایج : 9شکل
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 HP2004های متفاوت در مجموعه داده  Rنتایج : 11شکل

 

 
 AdaRankمقایسه نسبت هزینه زمانی الگوریتم پیشنهادی و الگوریتم : 11شکل

 

 

 دیهده مهي   OHSUMEDطور که در مجموعه داده مانه

یعنهي   R=1با  استفاده از  MAPشود، براي بدست آوردن 

ها نیاز نیسهت و  ساصت تابع یادگیر بر روي کل مجموعه داده

را افهزای    MAPها  گیري از درصد کمتري از داده تنها بهره

 .صواهد داد

شهود، یکهي   از این نمودارها دو نتیجه بسیار مهم گرفتهه مهي  

ها با  نیاز نیست کل داده MAPاین که براي بدست آوردن 

تهوان در ههر مرحلهه مطهاب      استفاده قرار بگیرد و مهي مورد 

ههها نگههه داشههته شههوند و الگههوریتم پیشههنهادي بهتههرین داده

 . الگوریتم بر روي آنها کار را به جلو ببرد

 

 

ههاي   این نتیجهه از ایهن جههت مطلهوب اسهت کهه در روش      

ها بسیار سنگین و  جستجو، کار بر روي حجم عظیمي از داده

 . گیر صواهد بود وقت

نسهبت زمههان مصههرفي الگههوریتم   99بهراي نمونههه در شههکل  

. شود دیده مي AdaRankپیشنهادي در مسایسه با الگوریتم 

توسهب الگهوریتم    NP2004براي نمونه اگهر مجموعهه داده   

AdaRank  واحد مصرف کنهد، ایهن زمهان     9زماني برابر با

بهراي  . صواههد بهود   124توسب الگهوریتم پیشهنهادي حهدود    

نمای  بهتر، نسبت زمان الگوریتم پیشهنهادي بهه الگهوریتم    

AdaRank مد نظر قرار گرفته است 
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هها،  شود در اکثر این مجموعه دادهطور که مشاهده مي همان.

، اگهر از  OHSUMED به عنهوان نمونهه در مجموعهه داده   

همه مجموعه داده استفاده شود، نه تنها جواب صوبي حاصل 

آیهد، در حهالي    تري به دست مي پایین MAPشود، بلکه نمي

ها جواب مناسبي را بدست صواهد داده% 51که انتخاب مثلا 

ها در ساصت تواند این باشد که اگر از تمام داده علت مي.آورد

دار بهودن بهاز ههم    با وجهود وزن یادگیر عیع  استفاده شود، 

گیرد، ولي اگر از درصهدي   ها قرار ميتمرکز بر روي تمام داده

ها استفاده شود، این تمرکز بهر روي همهان درصهد در    از داده

 .ساصت یادگیر صواهد بود

ها بدست آمد ایهن بهود    نتیجه مهم دیگري که از این آزمای 

موعهه  مشهخص از مج  %Rکه بهتر است به جهاي اینکهه از   

ها استفاده شهود، در ههر مرحلهه از آزمهای  بهر حسه         داده

انتخاب و بر طب  آن الگوریتم  Rمجموعه اعتبار سنجي این 

هها،  شود که در اکثر این مجموعه داده مشاهده مي. ادامه یابد

. با تري دست پیدا کرده اسهت  MAPبه ( Result1)نتای  

قسهمت از  مناسه  بهراي ههر     Rاین نتای  حاصل از انتخاب 

 .مجموعه داده است

 گیری و کارهای آینده نتیجه -5

اي برصههوردار اسههت و بنههدي از جایگههاه ویههژه مسههئله رتبههه

کاربردهاي متنوعي در بازیابي اطلاعات، موتورهاي جستجو و 

پههردازش زبههان دارد و لههذا امههروزه مههورد توجههه بسههیار از    

-یکي از مباحث جدید در رتبهه . پژوهشگران واقع شده است

هههاي یههادگیري ماشههین بههراي ي، اسههتفاده از الگههوریتمبنههد

بندي است، به این صورت که با استفاده از یک یادگیري رتبه

بندي یک سري اشیا آموزشي که نشان دهنده رتبهسري داده

سازي اشهیا  بندي براي مرت است، سعي شود یک مدل رتبه

دي بنه جدید ارائه شود که به بهترین نحوه ممکن آنها را رتبه

بنهدي  هاي یادگیري ماشین کهه در دسهته  اکثر الگوریتم.کند

تواننهد در یهادگیري   گیرنهد مهي  ها مورد استفاده قرار ميداده

-اي از این الگوریتمدسته. بندي مورد استفاده واقع شوندرتبه

هایي هسهتند کهه مبتنهي بهر یهادگیري جمعهي       ها، الگوریتم

بنهد و  چندین دستهها از بندي دادههستند، یعني براي دسته

 . کنندترکی  آنها استفاده مي

بنهد، در  گیري از چنهدین دسهته  ها به علت بهرهاین الگوریتم

لهذا  . کننهد تهري تولیهد مهي   تر و مساوماکثر مواقع نتای  دقی 

بندي مورد توجه ها در یادگیري رتبهاستفاده از این الگوریتم

 . واقع شده است

د در دسهته لیسهت، الگهوریتم    هاي موجهو مبتني بر الگوریتم

پیشنهادي ارائه شد کهه ایهن الگهوریتم بهه صهورت تکهراري       

هاي آموزشي که توزیع آنهها  یادگیرهاي ععیفي بر روي داده

شهود و   بر اساا یادگیر قبلي تغییر یافته است، سهاصته مهي  

-بندي تولیهد مهي  جمعي از یادگیرهاي ععی  را براي دسته

هاي ععی  به جاي اسهتفاده  بنددر مرحله ساصت رتبه. کند

. شهود  هاي آموزشي، از درصدي از آنها استفاده مياز کل داده

 LETOR3با بررسي این الگهوریتم بهر روي مجموعهه داده    

بند بهر روي  شود که این الگوریتم با ساصتن رتبهمشاهده مي

ههها، سههب  افههزای  دقههت و کههاه  زمههان  درصههدي از داده

لگوریتم نیز رسیدن بهه زمهان   هدف اصلي ارائه این ا. شود مي

دههد   نتای  نشان مي. کمتر در حین نگه داشتن دقت با  بود

 AdaRankکه الگوریتم پیشنهادي نسبت به الگوریتم پایهه 

 NDCGو  MAPبههه  LETOR3بههر روي مجموعههه داده 

 .با تري دست یافته است

، RankBoostههاي   مسایسه الگوریتم پیشنهادي با الگوریتم

Ranking Forest  وMART هههاي  کههه جههزو الگههوریتم

دههد   بندي مبتني بر یادگیري جمعي هستند، نشان مهي  رتبه

ههاي   که الگوریتم پیشنهادي اگر چه در برصي از زیرمجموعه

.GOV  مانندTD2003  وNP2003   بههMAP   بها تري

بدست  MAPدست نیافته است، ولي توانسته است میانگین 

هاي دیگهر   بت به الگوریتمرا نس GOV.آمده براي مجموعه 

همههین رونههد رو بههه رشههد در مجموعههه داده . افههزای  دهههد

OHSUMED شود دیده مي . 

تواند عنوان کرد که الگوریتم پیشنهادي  پس به طور کلي مي

بها تري در مجموعهه    MAPعمن کاه  زمان توانسته به 

از جملهه کارههایي کهه در    .دست پیدا کند LETOR3داده 

نجام داد ایهن اسهت کهه بتهوان روشهي بهراي       توان اآینده مي

-عهلاوه بهر آن مهي   . ایجاد کرد Rانتخاب هوشمندانه پارامتر 

ههاي دیگهر در زمینهه    توان ایهن روش را در مهورد الگهوریتم   

 .بندي هم اعمال کرد و نتای  را بررسي نمودیادگیري رتبه
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