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‌چکیده

اي،  در یادگیري با ناظر و در مسایل دو رده. شناسایي الگو، یادگیري با ناظر استهاي یادگیري در یادگیري ماشین و یکي از روش

اي است  هدف الگوریتم یادگیري با ناظر، محاسبه فرضیه. باشندهاي آموزشي موجود و شامل دو رده مثبت و منفي ميبرچسب داده

هاي یادگیري با در این مقاله، از بین کلیه الگوریتم. دا کندهاي مثبت و منفي را از یکدیگر ج که بتواند با کمترین مقدار خطا، داده

پذیري در هندسه  دیدگاه هندسي درخت تصمیم ما را به مفهوم تفکیک. شویم هاي تصمیم متمرکز مي ناظر، بر عملکرد درخت

اله محاسبه مستطیل با پذیري موجود و مرتبط با درخت تصمیم، مس هاي تفکیک از بین کلیه الگوریتم. کند محاسباتي نزدیک مي

هاي تعداد ویژگي mکنیم که  سازي ميبعد پیاده mکنیم و الگوریتم را در یک، دو، سه و  حداکثر اختلاف دو رنگ را مطرح مي

دهنده آن است که این الگوریتم، الگوریتمي قابل رقابت با الگوریتم شناخته شده  سازي نشان نتیجه پیاده. دهدها را نشان ميداده

C4.5 است. 

 پذیري، مستطیل بندي، درخت تصمیم، هندسه محاسباتي، تفکیک یادگیري ماشین، دسته: ‌یکلیدهای‌واژه

 

‌مقدمه‌-1

هاي فعالیت در یادگیري ماشین و شناسایي  یکي از زمینه

هاي مهمترین ویژگي الگوریتم. باشد مي الگو یادگیري با ناظر

هاي یادگیري با ناظر آن است که در آن برچسب داده

هاي یادگیري با  تاکنون انواع روش. آموزشي موجود است

توان به  به عنوان مثال مي. ناظر پیشنهاد شده است

هاي نزدیکترین  و روش SVMهاي تصمیم، یادگیر  درخت

هاي  له بر عملکرد درختدر این مقا. همسایه اشاره کرد

 هايعملکرد هندسي درخت. شویم تصمیم متمرکز مي

پذیري در هندسه محاسباتي ارتباط  تصمیم با مفهوم تفکیک

در ابتدا در مورد عملکرد درخت تصمیم . نزدیکي دارد

پذیري  کنیم و پس از آن در مورد مساله تفکیکصحبت مي

در هندسه محاسباتي صحبت خواهیم کرد و ارتباط بین 

 . کنیم پذیري را مطرح مي هاي تصمیم و مساله تفکیک درخت

 هاي یادگیري با ناظر براي هاي تصمیم یکي از روش درخت

. هاي گسسته است هاي پیوسته و یا داده بندي دادهرده

هاي تصمیم به این  ساخت فرضیه متناظر با درخت ي نحوه

صورت است که ابتدا بر اساس یک معیار مشخص یکي از 

شود و این  هاي ورودي انتخاب مي هاي متناظر با داده ویژگي

تعداد . شود ویژگي به عنوان ریشه در نظر گرفته مي

هاي متناظر با ریشه برابر با مقادیر مختلف ویژگي  هزیرشاخ

 z.moslehi@ec.iut.ac.irزهرا مصلحي : دار مکاتباتنویسنده عهده
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 -پیوسته هاي آموزشي اگر داده. انتخاب شده خواهد بود

هاي متناظر با ریشه با انتخاب یک مقدار باشند، زیر شاخه

خصیصه و تقسیم محدوده مربوط به آن به دو و یا چند 

توان خصیصه دوم را انتخاب  حال مي. آیدقسمت بدست مي

هاي  در نهایت برگ. همین روند را مجددا تکرار کرد کرد و

. کند ها را مشخص مي متناظر با رده داده  درخت، برچسب

ها آن است  هاي کارایي این درختیکي از مهمترین ملاک

به همین منظور . ها قابلیت تعمیم بالایي داشته باشندکه آن

اي به عنوان  لازم است در هر مرحله از ساخت، خصیصه

ه انتخاب شود که به ازاي هریک از مقادیر آن بیشترین ریش

ارزیابي میزان خلوص با معیار آنتروپي . خلوص ایجاد گردد

حال براي انتساب یک برچسب . [1]گیري است  قابل اندازه

مشخص به داده ورودي لازم است بر اساس مقادیر متناظر با 

ي هاي آن داده یک مسیر از ریشه تا یکي از برگها ویژگي

درخت پیموده شود و برچسب متناظر با داده آزمون محاسبه 

 .گردد

در مساله . پردازیمپذیري ميحال به تعریف مساله تفکیک

پذیري در هندسه محاسباتي، دو مجموعه نقطه قرمز  تفکیک

پذیري پایه، به دست  هدف مساله تفکیک. شود و آبي داده مي

اي است که بتواند مجموعه  به گونه Cآوردن شکل هندسي 

به عبارتي قصد . نقاط قرمز و آبي را از یکدیگر جدا کند

اي در فضا قرار دهیم  را به گونه Cداریم شکل هندسي 

داخل آن و کلیه نقاط قرمز ( قرمز)بطوریکه کلیه نقاط آبي 

تنوعات زیادي براي مساله . خارج از آن قرار گیرند( آبي)

هاي ارائه  تفاوت الگوریتم. ح شده استپذیري مطر تفکیک

و تابع هدف تعریف شده  Cشده در انتخاب شکل هندسي 

 .است

تاکنون کارهاي زیادي در زمینه تفکیک با مستطیل، دایره، 

سازي،  هدف مساله بهینه. مثلث، خط و گوه ارائه شده است

گاهي کم کردن حجم، محیط و مساحت شکل هندسي 

ن گاهي هدف، حداکثر کردن همچنی. کننده استتفکیک

این مساله زماني مطرح . است Cتعداد نقاط همرنگ داخل 

شود که مجموعه نقاط قرمز و آبي به طور کامل  مي

ارتباط روشني بین مساله درخت تصمیم .پذیر نباشند تفکیک

پذیري نقاط در هندسه  در یادگیري ماشین و مساله تفکیک

لکرد درخت تصمیم تعبیر هندسي عم. محاسباتي وجود دارد

 mها برابر  هاي داده اگر تعداد ویژگي: به صورت زیر است

بعدي هستند که هر  mها، نقاطي در فضاي  باشد، کلیه داده

عملکرد درخت تصمیم . ها است بعد بیانگر یک ویژگي از داده

 mکننده در فضاي  هاي تقسیم مشابه پیدا کردن ابرصفحه

بندي  ود را به درستي ردههاي موج بعدي است، بطوریکه داده

هاي آینده را نیز  بندي صحیح داده کند و تا حد ممکن رده

براي آنکه بتوانیم این مساله را به مساله . بدست آورد

هاي با  پذیري ارتباط دهیم کافي است به داده تفکیک

هاي با برچسب منفي رنگ  برچسب مثبت رنگ آبي و به داده

تصمیم مشابه آن است  عملکرد درخت. قرمز انتساب دهیم

کننده ممکن را بیابیم  بعدي بهترین تفکیک mکه در فضاي 

بطوریکه فضا به چندین بخش افراز گردد و هر بخش داراي 

  .بیشترین تعداد نقاط همرنگ باشد

‌کارهای‌مرتبط‌1-1

پذیري، مطالعه وسیعي براي انتخاب در مسایل تفکیک

مفیدترین الگو براي تفکیک مجموعه نقاط قرمز و آبي در 

در همین مرجع نشان داده شده است . انجام شده است [2]

تاکنون، مقالات . که یکي از الگوهاي مفید مستطیل است

پذیري براي مستطیل ارائه شده  زیادي در زمینه تفکیک

مورد بررسي قرار  [3]طیل در تفکیک کامل با یک مست.است

در این مساله، مستطیل فقط داراي نقاط از یک . گرفته است

رنگ است و نقاط از رنگ دیگر، خارج از مستطیل واقع 

ممکن است تفکیک با یک مستطیل بطور کامل . شوند مي

تفکیک با یک مستطیل با هدف حداکثر . پذیر نباشد امکان

یل، به نحوي که تعداد نقاط از یک رنگ داخل مستط

 [4]اي از رنگ دیگر، داخل مستطیل واقع نباشد در  نقطه

تفکیک با یک مستطیل با . مورد بررسي قرار گرفته است

هدف حداکثر اختلاف دو رنگ، بین نقاط از یک رنگ و رنگ 

در )بررسي گردیده است  [5,6]دیگر داخل مستطیل نیز در 

 (.است این حالت مستطیل داراي نقاط از هر دو رنگ

اي در تفکیک با دو مستطیل بطوریکه دو مستطیل به گونه

صفحه قرار گیرند که اضلاع آنها موازي یکدیگر بوده و نقاطي 

که در مستطیل دیگر )گیرند  که در یک مستطیل قرار مي

تک رنگ باشند، مساله دیگري است که در ( قرار ندارند

یل را مستط Rبه عبارتي اگر . بررسي شده است [7,8]

را مستطیل در برگیرنده نقاط  Bدربرگیرنده نقاط قرمز و 
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باید فقط از رنگ آبي  RBآبي تعریف کنیم، نقاط داخل 

در این مساله . فقط از رنگ قرمز باشند BRو نقاط داخل 

)()(هدف بیشینه کردن تعداد نقاط داخل  BRBR  

یعني نقاطي که در فصل مشترک دو مستطیل و خارج . است

شوند از مجموعه نقاط حذف خواهند  از دو مستطیل واقع مي

همچنین، الگوریتم محاسبه دو مستطیل مجزا و موازي . شد

محورهاي مختصات بطوریکه کلیه نقاط آبي داخل آن دو 

ها واقع شوند در  مستطیل و کلیه نقاط قرمز خارج از آن

تفکیک با دو مربع واحد مجزا و تک . ارائه شده است [9,10]

رنگ موازي با محورهاي مختصات، با هدف حفظ بزرگترین 

در . بررسي گردیده است [11,12]زیرمجموعه از نقاط در 

پذیري نقاط با  هاي گوناگون براي تفکیک کل تفاوت الگوریتم

هاي استفاده شده، زاویه  مستطیل بر اساس تعداد مستطیل

ها نسبت به یکدیگر و نسبت به محورهاي  ین مستطیلا

سازي مطرح شده  مختصات و همچنین گاهي تابع بهینه

توابع مختلف بر اساس مقدار خطاي موجود بر . باشد مي

شوند، مساحت  بندي مياساس تعداد نقاطي که به اشتباه رده

 .گردند ها تعریف مي و یا محیط مستطیل

ز لحاظ کاربردي و در حوزه تاکنون کارهاي بسیار کمي ا

پذیري در بندي براي مسایل تفکیکیادگیري ماشین و دسته

از بین کارهاي موجود . هندسه محاسباتي ارائه شده است

و  4توان به کارهاي انجام شده توسط دابکینتنها مي

تنها وابستگي برخي  [13]در . [5,13]همکارانش اشاره کرد 

به . شوداز این مسایل به مساله درخت تصمیم شرح داده مي

)1,(عنوان مثال دابکین عملکرد یک درخت تصمیم  k  را

هاي آموزشي را  کند که کلیه مثالبه این صورت تعریف مي

قسمت کنیم، بطوریکه در هر قسمت بیشترین  kدر یک بعد 

به عنوان مثالي . وجود داشته باشندتعداد نقاط همرنگ 

اي  دیگر، ابرمستطیل با حداکثر اختلاف دو رنگ به گونه

در . [5,13]کند متفاوت درخت تصمیم مربوطه را ایجاد مي

شود و در نهایت  اینجا هر بعد دقیقا به سه قسمت تقسیم مي

ابرمستطیل ایجاد شده بیشترین تعداد نقاط همرنگ را دارا 

 .خواهد بود

                                                      

 

 
1. Dobkin 

‌نتایج‌بدست‌آمده‌-1-2

ترین ویژگي این مقاله، توجه به مسایل هندسه مهم

یک از تاکنون در هیچ. باشدمحاسباتي در حوزه کاربردي مي

پذیري نقاط در هندسه کارهاي انجام شده در زمینه تفکیک

هاي موجود بر روي سازي الگوریتممحاسباتي، به پیاده

مسایل در یادگیري هاي واقعي و کاربرد عیني این داده

نزدیکترین کارهاي موجود به . ماشین پرداخته نشده است

این مقاله، کارهاي ارائه شده توسط دابکین و همکارانش 

پذیري ارائه و تنها باشد که در آن چندین مساله تفکیکمي

گردد هاي تصمیم اشاره ميها در زمینه درختبه کاربرد آن

جود در زمینه یک از کارهاي مودر هیچ. [5,13]

پذیري به تحلیل الگوریتم از نظر دقت و سرعت و تفکیک

شوند هایي که در دنیاي واقعي اجرا ميمقایسه با الگوریتم

بنابراین، یکي از نقاط ضعف کارهاي . شودپرداخته نمي

هاي واقعي ها بر روي دادهموجود عدم اجراي این الگوریتم

در . باشدد توجه ميباشد که در این مقاله به شدت مورمي

این مقاله محاسبه ابرمستطیل با حداکثر اختلاف دو رنگ 

 mاین مساله را در یک، دو، سه و . گیرد مورد توجه قرار مي

سازي الگوریتم در بیش  هنگام پیاده. کنیم سازي مي بعد پیاده

اي متفاوت از الگوریتم اصلي رفتار  از یک بعد به گونه

کننده تقریبي که برمستطیل جداکنیم تا بتوانیم یک ا مي

زمان ساخت آن پیچیدگي محاسباتي کمتري داشته باشد 

شده، بهترین  هاي انجام  از بین کلیه آزمایش. ایجاد کنیم

نتایج . سازي این مساله در یک بعد حاصل شد نتیجه با پیاده

سازي این مساله در یک بعد و تحلیل سرعت اجراي  پیاده

بیانگر آن است که  C4.5ا الگوریتم الگوریتم، در مقایسه ب

 C4.5الگوریتم ارائه شده، الگوریتمي قابل رقابت با الگوریتم 

 . است

را معرفي  C4.5الگوریتم  5در ادامه، ابتدا در بخش 

به معرفي ابرمستطیل با  9پس از آن در بخش . کنیممي

حداکثر اختلاف دو رنگ، ارتباط آن با درخت تصمیم و 

سازي پیاده. پردازیممربوط به آن ميهاي الگوریتم

. شود آورده مي 1ها در بخش  هاي مختلف و نتایج آن آزمایش

 C4.5این نتایج با نتایج بدست آمده توسط الگوریتم 

گیري و  نیز نتیجه 2در آخر در بخش . گردد مقایسه مي

 .شود مسایل باز آورده مي
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 C4.5الگوریتم‌‌-2

یادگیري درخت تصمیم در این بخش به معرفي الگوریتم 

C4.5 محاسبه فرضیه متناظر با الگوریتم . پردازیمميC4.5 

به . مشابه چیزي است که در قسمت مقدمه به آن اشاره شد

هاي تصمیم مشابه درخت C4.5عبارتي براي ساخت درخت 

هاي کنیم و انشعابپایه، به ترتیب یک ویژگي انتخاب مي

اینکار را تا زماني ادامه کنیم و متناظر با آن را ایجاد مي

به خلوص  هاي متناظر با هر برگدهیم که کلیه دادهمي

هاي درخت تصمیم پایه، منتها الگوریتم. کافي دست یابند

هاي ها از قبیل قابلیت برخورد با ویژگيفاقد برخي از ویژگي

، 5مقدار، قابلیت برخورد با مشکل بیش پوشش -پیوسته

در هر سطح از درخت، قابلیت انتخاب یک ویژگي مناسب 

هاي هاي آموزشي با برخي مقادیر ویژگيبرخورد با داده

و قابلیت توسعه کارایي محاسباتي الگوریتم  9نامعلوم

لحاظ شده  C4.5اغلب این موارد در الگوریتم . باشندمي

، به عنوان یک هااز این الگوریتم در انجام آزمایش. [1]است 

 .گردديمعیار مقایسه استفاده م
 

 ابرمستطیل‌با‌حداکثر‌اختلاف‌دو‌رنگ‌-3

در این بخش با مفهوم ابرمستطیل با حداکثر اختلاف دو 

ابتدا در یک زیر بخش به تعریف رسمي . شویمرنگ آشنا مي

پس از . پردازیمابرمستطیل با حداکثر اختلاف دو رنگ مي

هاي جداگانه به معرفي الگوریتم در ابعاد آن در زیر بخش

 .لف خواهیم پرداختمخت

‌های‌تصمیمتعریف‌و‌ارتباط‌با‌درخت‌-3-1

ابتدا مفهوم ابرمستطیل با حداکثر اختلاف دو رنگ را به 

کنیم و سپس ارتباط آن با درخت صورت رسمي مطرح مي

 .دهیمتصمیم را با رسم شکل نشان مي

ها  هاي آن هاي آموزشي به همراه برچسب فرض کنید داده

ها،  داده این . داده شده است( هاي مثبت و منفي برچسب)

. دهند بعدي را تشکیل مي mدر فضاي  Sمجموعه نقاط 

ها نشان داده  ها به کمک رنگ آن برچسب هریک از داده

هاي  هاي آموزشي را با رنگ توان داده بنابراین، مي. شود مي

                                                      

 

 
2. Overfitting 

3. Missing value 

در مساله محاسبه مستطیل با حداکثر . مز و آبي مجزا کردقر

هاي  اختلاف دو رنگ، هدف، حداکثرسازي درجه خلوص داده

شکل و  مستطیل  آموزشي پوشش داده شده با یک فرضیه

منظور از حداکثر خلوص، . موازي محورهاي مختصات است

محاسبه مستطیلي است که بیشترین نقاط آبي و کمترین 

درنتیجه ابرمستطیل بدست آمده . ا داراستنقاط قرمز ر

توجه  4به شکل . داراي بیشترین اختلاف دو رنگ است

و  ×در این شکل نقاط قرمز و آبي به ترتیب با علامت . کنید

 .اند مشخص شده ●

چنانچه بخواهیم این مساله را با عبارات ریاضي مدل کنیم به 

براي ( 4)ابتدا از تابع نگاشت رابطه . رسیم روابط زیر مي

هاي مثبت و منفي استفاده  مشخص کردن هریک از داده

 .کنیم مي
}1,1-{→: SX                                                    

(1) 

 :شود به صورت زیر تعریف مي B)(سپس 
∑

)  (  
)(       )(

SBx
xXB


                                        

(2) 
هاي مثبت  به نوعي بیانگر اختلاف تعداد داده B)(در واقع 

هاي  و داده Bشکل  -پوشیده شده توسط فرضیه مستطیل

در . منفي به اشتباه پوشیده شده توسط این فرضیه است

مساله محاسبه ابرمستطیل با حداکثر تمایز دو رنگ به دنبال 

 .هستیم )9(برآورده کردن رابطه 
|)(|maxarg B

B

                                                   

(3) 
رابطه بالا صدق ابرمستطیلي را در نظر بگیرید که در 

ها، ابرمستطیلي داریم  یعني از بین کلیه ابرمستطیل. کند مي

که بیشترین تعداد نقاط آبي و کمترین تعداد نقاط قرمز را 

ابرمستطیلي که داراي بیشترین تمایز دو . دهد پوشش مي

رنگ است، تعداد نقاط قرمز داخل ابرمستطیل و نقاط آبي 

قاط قرمز داخل ابرمستطیل ن. کند را کمینه مي  خارج از آن

. است hErrs)(به همراه نقاط آبي خارج از آن، معادل 

هاي  خطاي نمونه براي کلیه فرضیه hErrs)(منظور از 

بنابراین، بدست آوردن ابرمستطیل با . شکل است - مستطیل

اي با حداقل  حداکثر تمایز دو رنگ معادل پیداکردن فرضیه

 .است hErrs)(خطاي 
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‌ [5](اند‌‌مشخص‌شده‌در‌این‌شکل‌نقاط‌قرمز‌با‌علامت‌)محاسبه‌مستطیل‌با‌حداکثر‌تمایز‌دو‌رنگ‌:‌1شکل‌

 

 
)1,(‌تصمیم‌‌مرزهای‌جداکننده‌درخت:‌2شکل‌ k 

 

‌
‌2با‌شکل‌درخت‌تصمیم‌متناظر‌:‌3ل‌شک

 

 

 
 نقاط‌مابین‌دو‌خط‌افقی‌روی‌یک‌خطنگاشت‌:‌4شکل‌
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شکل که  - هاي مستطیل از بین کلیه فرضیه -1 قضیه

کند، مستطیلي که داراي  بندي مي هاي آموزشي را رده داده

 hErrs)(بیشترین تمایز دو رنگ است داراي کمترین مقدار 

هاي آزمون به خوبي  زم است اشاره کنیم اگر دادهلا.[5]است 

تقریب خوبي از  hErrs)(از توزیع جامعه انتخاب شوند، 
)(hErrD خواهد بود .)(hErrD  خطاي واقعي فرضیهh  را

 -هاي مستطیل بنابراین، از بین کلیه فرضیه. دهد نشان مي

مستطیل با بیشترین تمایز دو رنگ خواهیم شکل به دنبال 

براي روشن شدن ارتباط بین درخت تصمیم و  .بود

توجه  5ابرمستطیل با حداکثر اختلاف دو رنگ ابتدا به شکل 

مرزهاي جداکننده درخت  (5شماره )در این شکل .کنید

)1,(تصمیم  k درخت تصمیم .نشان داده شده است

به صورت .آورده شده است 9در شکل  سطحي معادل آن یک

توان معادل یک  مشابه، بازه با حداکثر اختلاف دو رنگ را مي

سطحي دانست بطوریکه ریشه داراي سه  درخت تصمیم یک

انشعاب براي مقادیر کمتر از ابتداي بازه، مقادیر مابین ابتدا و 

به همین . انتهاي بازه و مقادیر بیشتر از انتهاي بازه است

مستطیل، معادل یک درخت تصمیم دوسطحي و  ترتیب

سطحي  mبعدي، معادل یک درخت تصمیم m ابرمستطیل 

پیدا کردن . با حداکثر سه انشعاب در هر گره است

ابرمستطیل با حداکثر اختلاف دو رنگ معادل بدست آوردن 

 .هاي درخت تصمیم متناظر آن است هریک از انشعاب

‌بعدی‌‌‌الگوریتم‌در‌حالت‌یک‌-3-2

هاي آموزشي  شود کلیه داده بعدي فرض مي در حالت یک

توان  در غیر اینصورت مي. تنها داراي یک خصیصه هستند

هاي انتخاب  ها را با استفاده از روش یکي از خصایص آن

در هر حال شناسایي رده مربوط به . انتخاب کرد 1خصیصه

ها انجام  هر داده، تنها با استفاده از یکي از خصایص آن

هاي آموزشي روي محور  در اینجا ابتدا کلیه مثال. ودش مي

منظور از . شوند متناظر با خصیصه انتخابي تصویر مي

اي است که  ابرمستطیل با حداکثر اختلاف دو رنگ، بازه

بیشترین تعداد نقاط آبي و کمترین تعداد نقاط قرمز را 

 .توجه کنید 1به شکل . داراست

                                                      

 

 
4. Feature selection 

پردازش  ان پیشبعدي به زم الگوریتم در حالت یک

)log( nnO  نیاز دارد که در آنn هاي تعداد کل داده

سازي باین مرتبه زماني مربوط به مرت. [5]آموزشي است 

. هاي آموزشي روي محور با خصیصه انتخابي است کلیه داده

هاي آموزشي روي محور  فرض کنید پس از تصویر کلیه داده

 .قرار گیرند ]1,0[ها در بازه بسته  مربوطه، کلیه داده

 :حال تعاریف زیر را در نظر بگیرید

- 
maxA :اي از  زیربازهA  است که از بین کلیه

. است ، داراي بیشترین مقدار Aهاي  زیربازه

محدود شده  ]1,0[بنابراین، اگر کلیه نقاط در بازه 

 .هستیم ]max]1,0باشند ما به دنبال 

- 
leftA :اي از  زیربازهA  است که از میان کلیه

ها با نقطه  که نقطه ابتداي بازه آن Aهاي  زیربازه

 برابر است، داراي بیشترین مقدار  Aابتداي بازه 

 .است

- 
rightA :هاي  اي است که از میان کلیه زیربازه زیربازه

A ها با نقطه انتهاي بازه  که نقطه انتهاي آنA  برابر

 .است است داراي بیشترین مقدار 

مساله محاسبه بازه با بیشترین اختلاف دو رنگ به کمک 

سازي  یک درخت و با استفاده از روش تقسیم و حل پیاده

ابتدا در مورد راهکار تقسیم و حل بکار گرفته شده . شود مي

رخت کنیم و سپس اجراي الگوریتم به کمک دصحبت مي

 .شودذکر شده در الگوریتم یک آورده مي

را به  ]1,0[در ابتدا بازه
2

n
کنیم که در آن  زیربازه افراز مي 

n هاي آموزشي است و در هر زیربازه حداکثر تعداد کل داده

همه هاي ایجاد شده بنابراین، زیربازه. گیرددو داده قرار مي

دهند و اشتراک هر دو هاي آموزشي را پوشش ميداده

براي هر زیربازه ایجاد شده، سه . زیربازه با یکدیگر تهي است

سپس، از . کنیم گفته شده را محاسبه مي 2زیربازه بیشینه

را دو زیربازه متوالي غیرهمپوشان  Rو  Lچپ به راست 

ترکیب اگر این دو زیربازه را با یکدیگر . کنیمتعریف مي

واضح است که . آید بدست مي LRکنیم، بازه 
maxLR  برابر

                                                      

 

 
5. Maximal 
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maxL  یا
maxR  و یاleftright RL  کنیم منظور از  مياشاره . خواهد بود

maxLR  بهترین بازه موجود با بیشترین

از طرفي . است Rو  Lاختلاف دو رنگ پس از ترکیب 

leftLR  برابر
leftL  و یاleftRL همچنین، . است

rightLR 

برابر 
rightR  و یاRLright حال . استL  وR  جدید را دو

گیریم و روند قبلي در نظر مي Rو  Lزیر بازه متوالي بعد از 

این کار را تا زماني که . کنیمها تکرار ميبالا را براي آن

تمامي 
2

n
. کنیمزیر بازه ایجاد شده پیمایش شوند تکرار مي 

به این ترتیب به تعداد 
4

n  زیر بازهLR هاي به همراه زیربازه

حال . گرددها محاسبه ميبیشینه آن
4

n  زیر بازه جدید را

گیریم و کل مراحل الگوریتم گفته شده را بر روي در نظر مي

یابد که تنها این روند تا زماني ادامه مي. کنیمها تکرار ميآن

زیربازه بیشنه متناظر با آن  مشاهده شود و سه ]1,0[بازه 

 .محاسبه گردد

  

‌محاسبه‌بازه‌با‌حداکثر‌اختلاف‌دو‌رنگ‌‌-1الگوریتم‌

هاي آموزشي روي محور متناظر با  تصویر کلیه داده:‌ورودی

‌]1,0[خصیصه انتخابي و مقیاس شده در بازه 

 ]‌max]1,0دورنگبازه با حداکثر اختلاف :‌خروجی
log2)(یک درخت دودویي به ارتفاع  -4 n این . ایجاد کن

درخت شامل 
2

n باشدبرگ مي. 

را به  ]1,0[بازه  -5
2

n هر زیربازه داراي . زیر بازه افراز کن

از طرفي افراز به . خواهد بود Sحداکثر دو نقطه از مجموعه 

شود که نقاط ابتدا و انتهاي بازه روي نقاط  نحوي انجام مي

هاي بدست آمده را در  زیربازه. واقع نشود Sمتناظر با مجموعه 

، سه زیربازه Aبراي هر زیربازه . هاي درخت درج کن برگ

بیشینه 
leftA ،

rightA و
maxA ها را در گره  را محاسبه کن و آن

بنابراین، هر گره از . در درخت ذخیره کن Aمتناظر با زیربازه 

هاي و زیر بازه Aدرخت شامل زیر بازه 
leftA ،

rightA و
maxA 

 .باشدمي

به این . هر دو زیربازه متوالي را با یکدیگر ادغام کن -9

ترتیب گره والد مربوط به دو زیر درخت متناظر با آن دو زیربازه 

پس از عملیات ادغام، سه بیشینه گفته شده . شود مقداردهي مي

 هاي ذخیره شده در فرزندان آن بدست آور و را به کمک بیشینه

واضح است که تعداد . ها را در گره مربوطه ذخیره کنآن

 يهاي سطح پایینهاي این سطح از درخت نصف تعداد گرهگره

 .است

بدست آمد  ]1,0[ها اگر بازه  پس از ادغام زیربازه -1

max]1,0[ برو 9درغیراینصورت به مرحله . را بازگردان. 

‌[5]اقتباس‌شده‌از‌.‌محاسبه‌بازه‌با‌حداکثر‌اختلاف‌دو‌رنگ:‌1وریتم‌الگ
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 ]max]1,0حال به بیان شبه کد مربوط به الگوریتم محاسبه 

در این شبه کد از یک درخت دودویي براي . پردازیم مي

 .توجه کنید 4به الگوریتم . کنیماجراي الگوریتم استفاده مي

پردازش الگوریتم  اگر کلیه نقاط در مرحله پیش -2قضیه‌

اي که داراي بیشترین  مرتب شده باشند، بدست آوردن بازه

 .[5]پذیر است  اختلاف دو رنگ است در زمان خطي امکان

‌بعدی‌پویا‌1الگوریتم‌در‌حالت‌‌-3-3

تواند با کمي تغییرات در حالت پویا  الگوریتم به سادگي مي

تواند درج و حذف را ي به سادگي ميیعن. نیز استفاده گردد

کافي است یک درخت دودویي روي کلیه . نیز پشتیباني کند

براي حذف یک داده از . ها مشابه قبل ساخته شود بازه

ها لازم است یک مسیر از ریشه به برگ پیموده  مجموعه داده

سپس به . شده و برگ متناظر با آن داده را بدست آوریم

وجود در مسیر پیموده شده، لازم است هاي مازاي کلیه گره

 . سه بیشینه مربوط به آن را بروز کنیم

بدست آوردن زیربازه با حداکثر اختلاف دو رنگ،  -3قضیه‌

پس از هر عمل درج و یا حذف یک نقطه از مجموعه نقاط 

 .[5]پذیر است  امکان lognO)(در زمان 

بعدي پویا به 4حالت  پیچیدگي زماني پایین الگوریتم براي

هاي  کند که بتوانیم از این الگوریتم در الگوریتم ما کمک مي

 .نیز استفاده کنیم 2یادگیري برخط

‌بعدی‌dالگوریتم‌در‌حالت‌‌-3-4

بعدي قابل تعمیم به ابعاد بالاتر نیز  الگوریتم در حالت یک

محاسبه مستطیل با حداکثر اختلاف دورنگ در . خواهد بود

و  [14]با استفاده از تکنیک خط جاروب  حالت دوبعدي

 .پذیر است بعدي پویا امکان4الگوریتم در حالت 

براي محاسبه مستطیل با حداکثر اختلاف دورنگ، هر بار 

کنیم و اضلاع بالایي و پاییني مستطیل را ثابت فرض مي

 xکلیه نقاط مابین اضلاع بالایي و پاییني را روي محور 

محاسبه بازه با حداکثر اختلاف دو حال با . کنیمنگاشت مي

توان اضلاع چپ و راست این مستطیل را محاسبه رنگ مي

همه نقاط باشد، بنابراین،  yشامل مختصه  coardYاگر . کرد

)()|(| 22 nOyO coard   جفت مقدار مختلف براي اضلاع

                                                      

 

 
6. Online learning 

حال با استفاده از . بالایي و پاییني مستطیل وجود دارد

نقاط را  yیک خط جاروب که از بالا تا پایین، مختصه تکن

توان الگوریتمي بعدي پویا مي4کند و الگوریتم ملاقات مي

کارا براي محاسبه مستطیل با حداکثر اختلاف دورنگ ارائه 

 . کرد

‌ . عضو است nداراي  Sفرض کنید مجموعه  -4قضیه

بدست آوردن . ایم کرده استفاده Xهمچنین از تابع نگاشت 

مستطیلي موازي محورهاي مختصات که داراي بیشترین 

)log2(اختلاف دو رنگ است در زمان  nnO  و حافظه

)(nO الگوریتم مستطیل با حداکثر .[5]پذیر است  امکان

بعدي نیز  dتواند براي حالت  اختلاف دو رنگ به سادگي مي

مساله پیداکردن ابرمستطیل با حداکثر . بکار برده شود

)log2-2(بعد به زمان  dاختلاف دو رنگ در  ndnO  و

 .[5]نیاز دارد  nO)(حافظه 

‌های‌گوناگون‌و‌نتایج‌سازی‌آزمایش‌پیاده‌-4

هاي گوناگون با استفاده  در این بخش به معرفي آزمایش

سازي  قبل و پیاده هايمعرفي شده در بخش هايگوریتماز ال

 .پردازیم ها مي آن

‌داد‌-4-1 ‌مجموعه ‌برای‌‌ه‌معرفی ‌شده ‌فراهم های

‌سازی‌پیاده

ها از آنها  هایي را که براي ارزیابي آزمایش داده ابتدا مجموعه

سازي  ما براي پیاده. کنیم ایم را معرفي مي استفاده کرده

ها  مجموعه داده. مجموعه داده استفاده کردیم 3الگوریتم از 

مشخصات مجموعه . انتخاب گردید UCI [15]از پایگاه داده 

در این . آورده شده است 4هاي انتخابي در جدول  داده

دهد آیا از بین  نشان مي 7ل ستون مقادیر نامشخصجدو

هاي یک مجموعه، مثالي با یک مقدار ویژگي  کلیه مثال

در این جدول  8منظور از خط مبنا. نامعلوم وجود دارد یا خیر

به عبارتي اگر یک . رده استها از یک  بیشترین درصد مثال

هاي آموزشي یک  الگوریتم کاملا تصادفي به هریک از داده

. رچسب انتساب دهد به دقتي برابر با خط مبنا خواهد رسیدب

 بنابراین، لازم است الگوریتم یادگیر، به دقتي قابل توجه 

                                                      

 

 
7. Missing value 

8. Baseline 
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 .ها‌معرفی‌مجموعه‌داده:‌1جدول

 خط مبنا مقادیر نامشخص تعداد خصایص تعداد داده نوع خصایص سال نام

BL 5228 7265 خیر 1 718 حقیقي 

HA 4333 79625 خیر 9 922 صحیح 

BCW 4335 22625 بله 42 233 صحیح 

IO 4383 2164 خیر 91 924 حقیقي/صحیح 

MA 5227 2168 خیر 42 43252 حقیقي 

PI 4332 2264 بله 8 728 حقیقي/صحیح 

PA 5228 72698 خیر 55 432 حقیقي 

CO  29692 خیر 22 528 حقیقي 

G2 4387 2961 خیر 3 429 حقیقي 

ا نیز سایر ه سایر ستون. نسبت به خط مبنا دست یابد

هنگام انتخاب از میان . سازد ها را معین مي خصایص داده

مقدار تلاش  -مقدار یا صحیح -هاي حقیقي مجموعه داده

ها و خط مبنا توجه  کردیم به تعداد خصایص، تعداد داده

هاي انتخابي موجود  کنیم بطوریکه تنوع در میان مجموعه

 .باشد

‌های‌انجام‌شده‌آزمایش‌-4-2

و  3سازي شده بر اساس معیار دقت هاي پیاده ارزیابي الگوریتم

رابطه مربوط به . گیرد ها صورت مي و پیچیدگي زماني آن

 :محاسبه دقت به صورت زیر است

)
_

C(C

TN)(TP
Accuracy




                              (4) 

( منفي)هاي مثبت  دادهTP (TN )در این رابطه، منظور از 

بندي  رده( منفي)است که توسط فرضیه موجود، مثبت 

هاي مثبت و  تعداد کل داده Cهمچنین . شوند مي
_

C 

در واقع، به کمک رابطه بالا . هاي منفي است تعداد کل داده

اند به کل  بندي شده ه به درستي ردههایي ک نسبت داده

 .شود ها محاسبه مي داده

‌‌C4.5سازی‌الگوریتم‌‌پیاده‌-1آزمایش‌

براي ارزیابي عملکرد الگوریتم ابرمستطیل با حداکثر اختلاف 

دو رنگ لازم است این الگوریتم با یک الگوریتم پایه مقایسه 

                                                      

 

 
9. Accuracy 

را به عنوان معیار  C4.5به همین دلیل الگوریتم . گردد

 [16] 42افزار وکا ابتدا به کمک نرم. گیریم مقایسه در نظر مي

تک مجموعه  را روي تک( C4.5الگوریتم ) j.48الگوریتم 

 -در اجراي الگوریتم از روش تصدیق. کنیم ها اجرا مي داده

همچنین، در این . استفاده کردیم 45بخش 9با  44متقاطع

هایي دودویي است ه درختهاي ایجاد شدسازي درختپیاده

که در آن در هر مسیر از ریشه به برگ ممکن است چندین 

نتایج این الگوریتم در جدول . بار یک خصیصه مشاهده گردد

 .در سطر دوم آورده شده است 5

هایي که در  سازي کلیه آزمایش کنیم براي پیاده اشاره مي

و پایگاه داده  #Cسازي  شوند از زبان برنامه ادامه آورده مي

SQL همچنین، از آنجا که در مجموعه . استفاده کردیم

هایي با مقادیر نامعلوم به ازاي  داده هاي خود مجموعه  داده

ها  ها با این داده برخي خصایص وجود دارد در کلیه آزمایش

شده  یعني اگر خصیصه انتخاب . کنیم کاملا بدبینانه رفتار مي

  کنیم داده باشد فرض ميداراي برخي مقادیر نامشخص 

بندي  متناظر با آن، توسط فرضیه بدست آمده اشتباه رده

 .شود مي

‌رنگ‌‌-2آزمایش‌ ‌دو ‌اختلاف ‌حداکثر ‌با ابرمستطیل

(MBD
13

-*d)‌

                                                      

 

 
10. Weka 

11. Cross- validation 
12. Fold 

13. Maximum bichromatic discrepancy 

D
ow

nl
oa

de
d 

fr
om

 jo
r.

ira
na

ic
t.i

r 
at

 2
:4

7 
+

03
30

 o
n 

T
hu

rs
da

y 
F

eb
ru

ar
y 

12
th

 2
02

6

http://jor.iranaict.ir/article-1-365-fa.html


 4931، پاییز و زمستان 52و  52هاي ، شمارههفتمایران، سال فصلنامه فناوري اطلاعات و ارتباطات ........                       زهرا مصلحي و 

42 

بعدي با حداکثر dدر اینجا الگوریتم محاسبه ابرمستطیل 

مراحل . کنیم اي متفاوت اجرا مي اختلاف دو رنگ را به گونه

 .آورده شده است 5یش در آزمایش اجراي این آزما

‌های‌مختلف‌نمایش‌معیار‌دقت‌در‌آزمایش:‌2جدول‌

 BCW BL G2 HA IO MA PI PA CO 

C4.5 31657 72679 82692 72652 32688 82624 7969 8164 75644 

MBD-1d 35642 71641 79672 75679 84657 79625 79625 89649 72675 

MBD-2d 39697 71638 72692 79699 87628 72621 27682 85639 23614 

MBD-3d 3962 72643 2267 79652 82681 72695 22638 78639 22671 

MBD-4d 31624 72659 29657 - 82619 71671 22617 77629 2961 

MBD-5d 3963 - 23698 - 89629 71622 22625 72622 22672 

MBD-md 34632 - 13613 - 23652 75 22652 2268 17622 

Hi-MBD-1d 34621 75635 7463 7265 82623 7962 75627 89629 2365 
 

4- 
3

ها به صورت تصادفي به مجموعه آزمون و  داده 1
3

ها  داده 2

 .یابد به مجموعه آموزشي تخصیص مي

شود و بازه با حداکثر اختلاف دو  یک خصیصه انتخاب مي -5

هاي آموزشي به همراه دقت  به ازاي آن خصیصه روي مثالرنگ 

 .شود بندي آن، محاسبه مي رده

بهترین خصیصه . کنیم را به تعداد خصایص تکرار مي 5مرحله  -9

هاي خارج از بازه  کلیه داده. آوریم دي بدست ميبن را از نظر دقت رده

 .کنیم ها حذف مي متناظر با بهترین خصیصه را از مجموعه داده

 .شود همچنین خصیصه انتخابي از مجموعه خصایص حذف مي

1dاگر  -1   باشد به تعدادd  روي  9و  5بار هریک از مراحل

به . کنیمقیمانده تکرار ميهاي با خصایص باقیمانده و همچنین داده

خصیصه  dاین ترتیب بازه با حداکثر اختلاف دو رنگ به ازاي 

بازه را به عنوان تقریبي از ابرمستطیل با  dاین  .گردد محاسبه مي

ابر مستطیل بدست آمده، . شناسیم حداکثر اختلاف دو رنگ مي

هاي آزمون  دقت این فرضیه بر روي داده. فرضیه مورد نظر ما است

براي پیشگویي رده داده آزمون با استفاده . گیرد مورد ارزیابي قرار مي

خارج از ابرمستطیل، منفي و کلیه  از فرضیه محاسبه شده، کلیه نقاط

 . شوند بندي مي نقاط داخل آن مثبت رده

بار تکرار کرده و نتایج بدست  422را  1تا  4هریک از مراحل  -2

 .کنیم گیري مي آمده را میانگین

‌(MBD-*d)محاسبه‌ابرمستطیل‌با‌حداکثر‌اختلاف‌دو‌رنگ‌:‌2آزمایش‌
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گفته شد، ما به جاي محاسبه  5چنانچه در آزمایش 

دقیق ابرمستطیل با حداکثر اختلاف دو رنگ و با زمان 

)log2-2(اجراي  ndnO ،d  بار الگوریتم بازه با حداکثر

در هر بار، براي . کنیماختلاف دو رنگ را اجرا مي

انتخاب بهترین خصیصه الگوریتم بازه با حداکثر 

به . کنیمگ را به تعداد خصایص تکرار مياختلاف دورن

)log(در زمان  5این ترتیب اجراي آزمایش  ndmnO 

با این تقریب به جاي الگوریتم . پذیر استامکان

توان به  ابرمستطیل با حداکثر اختلاف دو رنگ، مي

سازي سرراست و با پیچیدگي محاسباتي کمتري  پیاده

 .تم اصلي دست یافتسازي الگوری نسبت به پیاده

آورده  5نتایج بدست آمده با این آزمایش در جدول 

، علامت MBD-*dسازي آزمایش در پیاده. شده است

به . دهدبعدي را نشان مي dمحاسبه ابرمستطیل  *

ابرمستطیل سه بعدي و  MBD-3dعنوان مثال، 

MBD-md  ابرمستطیلm دهد، که بعدي را نشان مي

. باشدجموعه داده متناظر ميتعداد خصایص م mدر آن 

داراي سه خصیصه  HAبه عنوان مثال مجموعه داده 

براي  MBD-5dو  MBD-4dبنابراین، مقادیر . است

ها خط تیره معنا است و در جدول به جاي آنها بيآن

توجه به مقادیر به دست آمده براي . گذاشته شده است

اکثر دهد که در هاي گوناگون، نشان ميمجموعه داده

سازي، دقت فرضیه موارد با افزایش تعداد ابعاد پیاده

 .یابدمحاسبه شده کاهش مي

‌ ‌رنگ‌‌-3آزمایش ‌دو ‌اختلاف ‌حداکثر ‌با بازه

‌(Hi-MBD-1d)سلسله‌مراتبی‌

دیدیم که هرقدر تعداد ابعاد  5با اجراي آزمایش 

یابد دقت فرضیه محاسبه شده کاهش  افزایش مي

رفتیم یک خصیصه تکي بنابراین، نتیجه گ. یابد مي

اي از خصایص نماینده بهتري از کل  نسبت به مجموعه

به همین دلیل تلاش . بندي است ها براي رده داده

به . کردیم الگوریتم یک بعدي را مقداري بهبود بخشیم

همین دلیل از روش بازه با حداکثر اختلاف دو رنگ 

درواقع پس از محاسبه . سلسله مراتبي استفاده کردیم

 کلیۀزه با بیشترین تعداد نقاط آبي و کمترین نقاط قرمز، با

کلیه نقاط خارج از بازه را از مجموعه نقاط حذف 

سپس از مجموعه نقاط باقیمانده، بازه با . کنیم مي

بیشترین نقاط قرمز و کمترین نقاط آبي را محاسبه 

قسمت تقسیم  2در واقع محور مورد نظر به  .کنیم مي

بازه را به عنوان فرضیه دلخواه درنظر این پنج . شود مي

هاي موجود در هریک از  به ترتیب داده. گیریم مي

ها، برچسب قرمز، آبي، قرمز، آبي و قرمز خواهند  بازه

آورده  5نتایج اجراي این الگوریتم نیز در جدول . گرفت

 .شده است

‌تحلیل‌نتایج‌-4-3

، میانگین خط مبنا براي 4هاي جدول  با توجه به داده

. درصد است 2267مجموعه داده استفاده شده برابر با  3

درصد،  82678برابر با  C4.5میانگین دقت الگوریتم 

درصد  77655داراي میانگین دقت  MBD-1dالگوریتم 

. درصد است 77654میانگین دقت  MBD-2dو 

گین دقت مرتب کاهش ، میانdخواهیم دید با افزایش 

به  MBD-mdیابد بطوریکه میانگین دقت الگوریتم  مي

ها  تعداد ابعاد داده mرسد که در آن  درصد مي 22629

 . سازد را مشخص مي

 72648نیز برابر  Hi-MBD-1dمیانگین دقت الگوریتم 

، (C4.5الگوریتم )بنابراین، پس از آزمایش یک . است

. است 1dبا  5یش بهترین آزمایش انجام شده، آزما

هاي موجود براي محاسبه  سازي یعني از بین پیاده

ف دو رنگ، بازه با حداکثر ابرمستطیل با حداکثر اختلا

 . اختلاف دو رنگ بیشترین دقت را داراست

درصد از میانگین خط مبنا  4462دقت این آزمایش 

الگوریتم یعني  4درصد از آزمایش  9622بالاتر و 

 .کمتر است C4.5شده  شناخته

بینیم کارایي  توجه کنیم، مي 5چنانچه به نتایج جدول 

 IO ،G2الگوریتم مطرح شده به ازاي سه مجموعه داده 

 .ضعیف است MAو 

هاي خود  اگر این سه مجموعه داده را از مجموعه داده 

 267به اندازه  5بینیم دقت آزمایش  حذف کنیم، مي

 .کمتر خواهد شد C4.5الگوریتم درصد از دقت 

 اختلافسازي مستطیل با حداکثر دانیم در پیادهاز طرفي مي
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کنیم و بهترین دورنگ، ابتدا یک خصیصه انتخاب مي

سپس، کلیه نقاط . آوریمبازه متناظر با آن را بدست مي

 .کنیمخارج از بازه را حذف مي

عاد کار را به ازاي اببه ازاي نقاط داخل بازه همین 

این در حالي است که در الگوریتم  . کنیمدیگر تکرار مي

C4.5  نقاط موجود در هیچ یک از نواحي دور ریخته

بندي به ازاي کلیه نواحي تا رسیدن شود و تقسیمنمي

بنابراین، تا حدي . یابدبه بیشترین خلوص ادامه مي

دقت کمتر الگوریتم مطرح شده نسبت به الگوریتم 

C4.5 به عبارتي در الگوریتم . قابل توجیه استC4.5 ،

کلیه ندهاي درخت تا رسیدن به بیشترین خلوص بسط 

 . یابندمي

در صورتي که در الگوریتم بازه با حداکثر اختلاف 

. یابددورنگ تنها یک مسیر از ریشه به برگ بسط مي

واضح است که بسط تنها یک مسیر از درخت از ریشه 

 . شودتري انجام ميتا برگ در زمان کم

انتخاب شود در واقع تنها با یک   1dحال چنانچه 

درخت تصمیم یک سطحي و با سه انشعاب روبرو 

هستیم که از نظر پیچیدگي محاسباتي بسیار کاراتر از 

این در حالي  .خواهد بود C4.5الگوریتم درخت تصمیم 

به الگوریتم که دقت الگوریتم جاري تقریبا مشا است

C4.5 بنابراین، الگوریتم ارائه شده در این مقاله . است

معرفي  C4.5تم الگوریتمي قابل رقابت با الگوری

 .شودمي

‌گیری‌و‌مسایل‌باز‌نتیجه‌-5

در این مقاله الگوریتم محاسبه ابرمستطیل با حداکثر 

اختلاف دو رنگ که یکي از مسایل شناخته شده در 

پس از بیان . هندسه محاسباتي است را معرفي کردیم

هاي متعدد با  تئوري کافي در این زمینه، آزمایش

مجموعه داده انجام  3استفاده از این الگوریتم روي 

 . شد

 

 

 

 

 

ها را با الگوریتم  ن الگوریتمسپس، کارایي ای

چنانچه دیدیم . مقایسه کردیم C4.5شده  شناخته

کارایي الگوریتم بازه با حداکثر اختلاف دو رنگ به 

از . کمتر است C4.5درصد از الگوریتم  9622اندازه 

طرفي محاسبات انجام شده براي بدست آوردن 

ابرمستطیل با حداکثر اختلاف دو رنگ در مقایسه با 

توان این  بنابراین، مي. کمتر خواهد بود C4.5وریتم الگ

الگوریتم را به عنوان یک الگوریتم قابل رقابت با 

تحلیل بیشتر هریک از . معرفي کرد C4.5الگوریتم 

ها و بررسي عدم کارایي این الگوریتم  مجموعه داده

ها، همچنین بهبود عملکرد  روي برخي از مجموعه داده

 .گرددعنوان یک مساله باز پیشنهاد مياین الگوریتم به 

توان براي بهبود  به عنوان یکي از کارهایي که مي

عملکرد این الگوریتم پیشنهاد کرد آن است که ابتدا بر 

توان  به این ترتیب مي. اعمال گردد PCAها  روي داده

ها داراي بیشترین پراش هستند را  محورهایي که داده

ها را روي این محور داده حال اگر ابتدا. شناسایي کرد

نگاشت کنیم و سپس بازه با حداکثر اختلاف دو رنگ را 

محاسبه کنیم به کارایي بیشتري نسبت به الگوریتم 

توان این  همچنین مي. مطرح شده دست خواهیم یافت

سازي  روش را به عنوان یک روش براي عمل گسسته

 مقدار قبل از اعمال الگوریتم - روي محورهاي پیوسته

چرا که چنانچه . هاي تصمیم معرفي کرد درخت

هاي درخت تصمیم در  دانیم یکي از مهمترین چالش مي

ها  سازي آن مقدار، گسسته -هاي پیوسته برخورد با داده

. با تقسیم محورهاي مختصات به چندین بازه است

شود اگر این روش اعمال شده و سپس  تصور مي

دست آمده اجرا هاي ب را بر روي بازه C4.5الگوریتم 

به مقدار قابل توجهي  C4.5کنیم کارایي الگوریتم 

هاي مطرح شده  سازي هریک از ایده پیاده. افزایش یابد

 .گردد به عنوان کارهاي آینده پیشنهاد مي
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‌ضمیمه‌الف

هاي بکار گرفته شده  در اینجا نام کامل هریک از مجموعه داده

کنیم براي دسترسي به  در آخر نیز اشاره مي. آورده شده است

هاي گفته  نامها کافي است هریک از  هریک از مجموعه داده

 .جستجو کنید [15]شده را در مرجع 
BL: Blood transfusion service center 

HA: Haberman’s survival  

BCW: Breast cancer wisconsin (original) 

IO: Ionosphere 

MA: Magic gamma telescope 

PI: Pima indians diabets 

PA: parkinson 

CO: Connectionist bench 

G2: Glass identification
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