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 چکیده

ي ریاضي و هاي جبر خطي و علمي در حوزهتنک الگوریتمي ساده اما بخش بسیار مهمي از برنامه هايضرب برداري ماتریس

هاي بسیار مناسب و مهم براي انتخاب هاي گرافیکي یکي از گزینهفیزیک است و به دلیل طبیعت قابل موازي سازي آن، پردازنده

محققان براي در نظر گرفتن انرژي مصرفي به عنوان یکي از اهداف هاي اخیر با توجه به تاکید بستر اجرایي آن است. در طي سال

ي گرافیکي انجام هاي بسیار کمي جهت بهبود انرژي مصرفي این الگوریتم بر روي پردازندهاصلي طراحي در کنار کارآیي، تلاش

 پرداخته شده است.شده است. در این مقاله از منظر بهینگي مصرف انرژي در کارآیي به دست آمده، به این مسئله 

هاي گرافیکي مدرن معرفي شده است، با بررسي آماري رفتار این الگوریتم با بهره وري از قابلیت تنظیم پیکربندي که در پردازنده

 ماتریس  200هاي مختلف ذخیره سازي ماتریس تنک و تنظیمات مختلف سخت افزاري براي بیش از هنگام استفاده از قالب

هاي مختلف ذخیره سازي بر روي رین تنظیمات پیکربندي براي الگوریتم ضرب برداري ماتریس تنک با قالبي تنک، بهتنمونه

اي انتخاب شده است که در تمام ي گرافیکي به دست آمده است. این پیکربندي براي هر قالب ذخیره سازي، به گونهپردازنده

 اده باشد.هاي بررسي شده به عنوان بهترین پیکربندي نتیجه دنمونه

 .ي گرافیکيهاي ذخیره سازي تنک، پردازندههاي تنک، انرژي مصرفي، کارآیي، قالبضرب برداري ماتریس: های کلیدیواژه

 

 مقدمه

اي امروزه مسائل علمي و مهندسي مدرن، در طیف گسترده

 ه تفاد اسي با دقت بالاـه و علمـردي روزانـهاي کاربرنامهـاز ب

 

 هاي شوند که شامل مقیاس بسیار بزرگي از برنامهمي

هاي علمي، سازي، شبیه1سازي مثل فیزیک انرژي بالاشبیه

                                                           

 

 

 

 
1 High Energy physics 

 سال نهم، شمارههاي 31 و 32، بهار و تابستان 1396

 صص: 78- 67

بررسی تاثیر تنظیمات پارامترهای سختافزاری بر انرژی مصرفی در 

الگوریتم ضرب برداری ماتریسهای تنک بر روی پردازندههای 
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ها [، تجزیه و تحلیل گراف2[، جبرخطي ]1] 2داده کاوي

ي شوند که در همه[، پیش بیني آب و هوا و زلزله و ... مي3]

 هاي تنک کاربرد دارند.ها، ماتریسآن

ي گذشته تا به امروز از روش محاسبات موازي از دهه

بتوان مسائل پیچیده را به روشي مقرون  شود تااستفاده مي

 بتواند بین  3که بار کاربه صرفه حل کرد به طوري

 هاي مختلف تقسیم شود.پردازند

 ي، به دلیل هزینه4هاي گرافیکيهاي اخیر، پردازندهدر سال

و میزان بالاي کارآیي در واحد  5پایین کارآیي در واحد

اي محاسبات با هاي اصلي بر،  به یکي از دستگاه6توان

 و بالا محاسباتي [. قدرت4اند ]بالا تبدیل شده 7کارآیي

 عنوان بتوان به تا شده موجب هاپردازنده این باند پهناي

  یا و سنتي شدهتوزیع هايسیستم براي گزینيجاي

 هايشاخه از وسیعي در طیف اي، هسته چند هايپردازنده

 با هاي گرافیکيپردازنده جست. بهره هاآن از مختلف علوم

 را موازات از بسیاري حجم 9نخ و 8هزاران هسته استفاده از

شد و براي  خواهند افزایش کارایي سبب که آورند مي فراهم

 با اجرا روي  هاي علمي موازي، سود کارآیيبرنامه

هاي گرافیکي، به صورت مستقیم قابل دستیابي پردازنده

ي توسط جامعه، اخیرا محاسبات علمي به همین دلیل، .است

هاي گرافیکي انطباق ي پردازندهپژوهش، براي اجرا به وسیله

 .اندداده شده

 به  )CUDA( 10ي دستگاه محاسبهمعماري یکپارچه

برداري از به منظور بهره 2006در سال  NVIDIAي وسیله

هاي گرافیکي مطرح شد که یک قدرت محاسباتي پردازنده

ي گرافیکي نویسي سطح بالا بر اساس پردازندهمهزبان برنا

                                                           

 

 

 

 
2 Data mining 
3 Work-load 
4 Graphic processing units 
5 Performance per unit 
6 Performance per watt 
7 High-performance computing 
8 Core 
9 Thread 
1 0 Compute unified device architecture 

است و از آن زمان تاکنون براي برنامه نویسي  11همه منظوره

 گیرد. ي همگاني قرار ميهاي گرافیکي مورد استفادهپردازنده

هاي تنک بخشي کوچک اما با اهمیت ضرب برداري ماتریس

   12خطيهاي اسـاسي تنـک جبـر بسیـار زیـاد در زیربـرنامه

هاي باشد. بیشترین هزینه محاسباتي در بسیاري از روشمي

هاي خطي در مقیاس بالا براي حل کردن سیستم 13تکراري

هاي و مسائل با پاسخ خاص، مربوط به ضرب برداري ماتریس

هاي کاربردي با اهمیت باشد که در بسیاري از برنامهتنک مي

ري پزشکي، هاي شبیه سازي، تصویربردابالا مثل سیستم

سازي تغییرات اقلیمي و اقتصادي و بازیابي اطلاعات، مدل

 هاي کاربردي وجود دارد.هاي برنامهبسیاري دیگر از طیف

فاوت هاي کاربردي متهاي تنک متفاوتي که از برنامهماتریس

اند هرکدام داراي الگوي تنک بودن خاصي استخراج شده

ب توان از یک قالهستند و الگوي یکساني ندارند. پس نمي

 همه استفاده کرد. یکسان براي ذخیره کردن 

هاي متفاوت براي داشتن بهترین کارآیي در عملیات ماتریس

الگوي تنک نیاز به قالب نمایش مناسب براي  ضرب برداري

ي این عملیات، ي بي قاعدهبا توجه به جنبه بودن خود دارند.

، کارآیي 14کنترلهم در دستیابي به حافظه و هم در جریان 

هاي تنک به هردو پارامتر الگوي تنک ضرب برداري ماتریس

افزاري بستگي هاي سختبودن ماتریس ورودي و ویژگي

هاي بسیاري جهت بهینه دارد. براي حل این مشکل تکنیک

هاي تنک انجام گرفته سازي کارآیي ضرب برداري ماتریس

[ و 6[]5هاي متفاوت ]15است که شامل استفاده از قالب

 با تنظیم کردن  16هاي متفاوت تنظیم خودکارروش

 [.7هاي مختلف مطابق ساختار ماتریس است ]پارامتر

هاي ا براي بهبود ضرب برداري ماتریسهالبته اکثر تلاش

که این ها بوده و در حاليي کارآیي آنتنک در زمینه

ي هاهاي گرافیکي، با استفاده از قالبعملیات برروي پردازنده

                                                           

 

 

 

 
1 1 General-purpose GPU 
1 2 Basic sparse linear algebra(BLAS) 
1 3 Iterative methods 
1 4 Control flow 
1 5 Format 
1 6 Auto-tuning 
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سازي مختلف، کارآیي نسبتا مناسبي دارد اما تلاش ذخیره

چنداني براي بهبود مصرف انرژي آن انجام نشده است. براي 

[ براي تخمین کارآیي و انتخاب بهترین قالب از 8مثال در ]

 مدل کردن کارآیي استفاده شده است.

که صنعت نیمه هادي از بهینگي در مصرف انرژي، در حالي

هاي با به سمت پردازنده 17ي چند هسته ايهاپردازنده

کند، به یک نیاز حیاتي در سوق پیدا مي 18هاي زیادهسته

 طراحي تبدیل شده است. طراحان در حال ترکیب 

 افزاري در این افزاري و نرمهاي سختویژگي

هاي هستند تا بتوان برنامه 19گراهاي بازدهدهندهشتاب

ي قاعدهالگوهاي متفاوت و بيکاربردي بدون ساختار با 

ها به خوبي اجرا دستیابي به حافظه را بر روي این پردازنده

 کرد.

کند که بهینگي در که مطالعات اخیر پیشنهاد ميدر حالي

مصرف انرژي به عنوان یک هدف اصلي در کنار کارآیي در 

افزار قرار بگیرد، اغلب کارهایي که افزار و نرمطراحي سخت

هاي تنک انجام گرفته در د ضرب برداري ماتریسبراي بهبو

جهت بهبود کارآیي به تنهایي بوده است و مصرف انرژي را 

مصرف  شامل نشده است. مطالعات بسیار کمي جهت بررسي

روي پردازنده گرافیکي انجام شده  20انرژي اجراي این هسته

[. هیچکدام از این مطالعات، ارتباط بهینگي 10[]9است ]

ي در این هسته را با الگوي تنک بودن ماتریس مصرف انرژ

 اند.هاي سخت افزاري بررسي  مطالعه نکردهورودي و ویژگي

[ به بررسي ارتباط ساختار ماتریس ورودي با انتخاب 11در ]

برروي توان مصرفي  سازي و تاثیر آنهاي ذخیرهقالب

حال هیچ تلاشي انجام پرداخته شده است ولي در نهایت تابه

است که دو هدف کارآیي وبهینگي انرژي مصرفي را در  هنشد

هاي طراحي یک سیستم بهینه براي ضرب برداري ماتریس

هاي گرافیکي دنبال کند و بین این دو تنک بر روي پردازنده

                                                           

 

 

 

 
1 7 Multi-core processors 
1 8 Many-core processors 
1 9 Throughput-oriented accelerators 
2 0 Kernel 

که امروزه حالي اي ایجاد کند. در21هدف متضاد مصالحه

ز کنند بهینگي انرژي باید به عنوان یکي امحققان تاکید مي

 اهداف اصلي در طراحي، در کنار کارآیي قرار بگیرد، 

ي مصرف انرژي در هاي بسیار کمي در جهت مطالعهتلاش

هاي تنک و بهبود آن انجام عملیات ضرب برداري ماتریس

 گرفته است.

هدف از انجام این تحقیق، بررسي تاثیر تنظیمات سخت 

ئله ي افزاري برروي انرژي مصرفي در واحد کارآیي براي مس

هاي انتخاب قالب ذخیره سازي براي ضرب برداري ماتریس

است. معیار  22هاي گرافیکي کپلرتنک برروي پردازنده

 23بهینگي در این تحقیق مقدار کارآیي در واحد توان مصرفي

ضرب  24است که عبارت است از نسبت کارآیي عملیات

در این عملیات. به  برداري ماتریس تنک به توان مصرف شده

بارتي دیگر علملیاتي با کارآیي بالاتر و توان مصرفي کمتر ع

مطلوب تر است. در این تحقیق مقدار کارآیي معادل زمان 

ي ضرب برداري ماتریس تنک برروي خالص اجراي هسته

ي گرافیکي تعریف شده و توان مصرفي هم بر حسب پردازنده

ي گرافیکي کپلر هاي پردازنده26توسط حسگر 25میلي وات

 گزارش شده است.  27ازه گیري شده و بر حسب واتاند

هاي پیشیني که در به صورت خلاصه به پژوهش 2در فصل 

  3شود و در فصل این زمینه انجام شده پرداخته مي

ي هاهاي گرافیکي، قالبي پردازندهاي دربارهزمینهپیش

 CUDAسازي ماتریس تنک و زبان برنامه نویسي ذخیره

روش انجام این پژوهش توضیح  4فصل شود. در ارائه مي

نتایج آزمایشات این پژوهش ذکر  5داده شده و در فصل 

نیز نتیجه گیري و کارهایي که  6شده است. در فصل 

ده ان شتوان با الهام از این پژوهش انجام شود بیدرآینده مي

 است.

                                                           

 

 

 

 
2 1 Trade-off 
2 2 Kepler 
2 3 Performance per watt 
2 4 Operation 
2 5 Milli-watt 
2 6 Sensor 
2 7 Watt 
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 های پیشینپژوهش-2

 هاي عملیات ضرب برداري سازيیکي از اولین پیاده

هاي گرافیکي توسط بلتز و هاي تنک برروي پردازندهماتریس

[ انجام گرفت. اما کار منحصر بفردي که در 8همکاران ]

رابطه با سرعت بخشیدن به این هسته براي اجرا برروي 

انجام گرفت  CUDAهاي گرافیکي با قابلیت اجراي پردازنده

[ انجام گرفت که در این 12[]5توسط بل و گارلند در ]

هاي هاي ماتریسي دقیق از قالبها یک مطالعهپژوهش، آن

هاي گرافیکي و ها در پردازندهآن 28تنک، الگوي دسترسي

هاي کلاسیک و پیاده سازي هاي با قالبي عملیاتهسته

هاي گرافیکي ارائه براي اجرا برروي پردازنده CUDAشده با 

هاي کلاسیک عبارت بودند از   دادند. این قالب

COO,DIA,ELL,CSR  وHYB . 

 فادههایي که اخیرا انجام شده است با استتعدادي از پژوهش

 هاي زیادي که براي ماتریس تنک تعریف شده استاز قالب

هاي سعي در بهبود کارآیي عملیات ضرب برداري ماتریس

به  هااند. اغلب آني گرافیکي داشتهتنک بر روي پردازنده

مان ي انتخاب قالب مناسب در زدنبال بهبود کارآیي بوسیله

 هاي بسیار کمي براياند. اما تلاشاجراي عملیات بوده

هاي ي ضرب برداري ماتریسبهینگي مصرف انرژي هسته

 هاي گرافیکي انجام شده است.تنک برروي پردازنده

[ نویسندگان میزان کارآیي در واحد وات را براي سه 13در ]

هاي تنک برداري ماتریسي ضرب هسته از جمله هسته

و  Bridge Sandy Intel 29يبرروي دو سکوي پردازنده

ها اند. آنمطالعه کرده NVIDIAگرافیکي فرمي  يپردازنده

اند که با معیار کارآیي در واحد وات نشان داده

GFLOPs/watt ياین هسته برروي پردازنده 

 Intel Sandy Bridge ها فقط از کند ولي آنبهتر عمل مي

 استفاده کرده و براي ذخیره R-MATیک نوع ماتریس 
                                                           

 

 

 

 
2 8 Access pattern 
2 9 CPU 

[ 14اند. در ]استفاده کرده CSRها فقط از قالب سازي آن

انزت و همکاران مرزهاي جدیدي را براي بهینگي انرژي و 

هاي مبتني کارآیي براي محاسبات تنک بر روي ابرکامپیوتر

به عنوان  LOBPCGاند. ي گرافیکي ارائه دادهبر پردازنده

انتخاب شده است چون شامل عملیات ضرب  30محک

 هاي تنک نیز بوده است.برداري ماتریس

کي، هاي گرافیگیري توان مصرفي در پردازندهدر باب اندازه

ري ي چگونگي اندازه گیاي درباره[ مطالعه15نویسندگان ]

وي اي و انرژي مصرفي با استفاده از حسگرهاي رتوان لحظه

 اند. برايهاي گرافیکي جدید ارائه دادهدازندهبورد پر

ز توان اهاي گرافیکي بدون سنسور تعبیه شده ميپردازنده

ز اهایي که براي توان صورت گرفته بهره برد یا لسازيمد

ي گرافیکي و هاي خارجي جهت اتصال به پردازندهدستگاه

 [.16اندازه گیري توان مصرفي آن استفاده کرد ]

 ری پژوهشمبانی نظ-3

هاي گرافیکي و در این فصل به معرفي معماري پردازنده

نویسي رایج که همان ي اجراي یک مدل برنامهنحوه

CUDA است و همچنین عملیات ضرب برداري ماتریس-

هاي آن خواهیم و قالب 31SpMVهاي تنک یا به اختصار 

 پرداخت. 

 یا همه منظوره های گرافیکیپردازنده -3-1

GPGPUS  و مدل برنامه نویسیCUDA 

 NVIDIAارائه شده توسط شرکت  GPGPUمدل معماري 

هي اي مقیاس پذیر از چندپردازندهمبتني بر یک آرایه

که هرکدام شامل تعدادي ثابت از  33و چند نخي 32جریاني

هاي عددي، یک یا چند واحد واکشي، سخت افزار پردازنده

راشه است که در روي تي سریع ي توابع خاص و حافظهویژه

ي نهان هاي قبلي فرمي به حافظههاي کپلر و نسلنسل

 شود و در ي مشترک تقسیم ميو حافظه 34سطح یک

                                                           

 

 

 

 
3 0 Benchmark  

3 1 Sparse matrix-vector multiplication 
3 2 Streamed multi-processor 

3 3 Multi-threaded 
3 4 L1 cache 
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هاي جدیدتر ماکسول و پاسکال به صورت فیزیکي جدا نسل

 اند.شده

ي میزبان و هسته شامل یک برنامه CUDAي یک برنامه

 شود ومیزبان اجرا مي CPUي میزبان روي است که برنامه

 شود.اجرا مي GPUبرنامه هسته روي دستگاه 

 ها شود که در بلوکها انجام ميمحاسبات توسط نخ

ک یتواند برروي شوند. بیشتر از یک بلوک ميبندي ميگروه

ي نخي به هاي یکسان اجرا شوند و بلوکپردازنده چند

 شوند.روند اجرا ميصورت هم

ي شود(، برنامهنیز نامیده مي 35ه )شبکهطي فراخواني هست

میزبان تنظیمات اجرایي را که شامل موارد زیر است تعریف 

 کند:مي

 هاي نخي براي اجراتعداد بلوک 

 ها در هر بلوکتعداد نخ 

 سازی تنکهای ذخیرهقالب-3-2

هاي تنک، هر المان ماتریس فقط در ضرب برداري ماتریس

اي هاي عمومي برگیرد. قالبیک بار مورد دسترسي قرار مي

هاي غیر صفر نگهداري و دخیره کردن اطلاعات المان

ل شوند. یکي از دلایماتریس تنک محتمل سرباري زیادي مي

هاي تنک کاهش این سربار و کاهش استفاده از قالب

هاي غیر منظم، غیر تلفقي و کاهش واگرایي در دسترسي

ن هایي که در ایسازي هاي یک ریسمان است. در پیادهنخ

ي ي بردار ضرب شوندهپژوهش انجام شده است براي ذخیره

x ي از حافظهTexture .بهره وري شده است 

محبوب ترین قالب براي ذخیره  CSRقالب  :CSRقالب 

این قالب مقادر غیر صفر و  کردن ماتریس تنک است.

 ها را به صورت غیر ضمني در دو آرایهشاخص ستوني آن

اي هي مرزي سوم براي ذخیرهکند و از یک آرایهذخیره مي

و کند. پیاده سازي این قالب را به دهر سطر استفاده مي

 اريتوان انجام داد که در نوع بردصورت عددي و برداري مي
استفاده  parallel reductionاز روش  VCSRمشهور به 

 شود.مي

                                                           

 

 

 

 
3 5 Grid 

 يدسته بندي کردن همه ELLي قالب ایده : ELLقالب 

ي ماتریس اعداد غیر صفر ماتریس از سمت چپ آن و دخیره

ي براي ذخیره متراکم نتیجه است. این قالب از دو آرایه

ي شاخص ستوني این هاي ماتریس متراکم و ذخیرهالمان

 کند.ها استفاده ميالمان

هاي هم طول ي آن بریدن ماتریس در تکهایده :SELLقالب 

-آرایه استفاده مي 3ن قالب از ولي با عرض متفاوت است. ای

-را ذخیره مي Sliceگرهاي شروع هر ي اول اشارهکند. آرایه

 است. ELLي دیگر نیز مشابه قالب کند. آرایه

براي ماتریسي که طول سطرهایشان متغیر : HYBقالب 

 براي  CSRو  ELLتوان از ترکیب دو قالب است مي

طرهایي با طول ي ماتریس استفاده کرد. زیرا براي سذخیره

باعث افزایش  ELLکمتر از طول ریسمان استفاده از قالب 

کارآیي و براي سطرهایي با طول بزرگتر از ریسمان استفاده 

شود. الگوریتم استفاده باعث بهبود کارآیي مي CSRاز قالب 

ي شده در این قالب تقسیم ماتریس به دو قسمت و ذخیره

 است. هاهر قسمت در هرکدام از این قالب

-: این قالب از سه آرایه تشکیل شده است. آرایهBCSRقالب 

گرهایي به ابتداي هر ابر سطر است. با ي اول حاوي اشاره

سطر در یک ابر  2هر  2×2هاي تقسیم ماتریس به بلوک

است اما در  CSRي دوم نیز مشابه گیرند. آرایهسطر قرار مي

ها در این ي پشت سرهم الماناین قالب به جاي ذخیره

ها بصورت پشت هاي هر بلوک به ترتیب بلوکآرایه، المان

را  ي سوم نیز شاخص هر بلوکشوند. آرایهسرهم ذخیره مي

 کند.در هر ابر سطر ذخیره مي

است و در  ELLهاي این قالب یکي از نسخه :BELLقالب 

ها به صورت پشت سرهم، ماتریس ي المانآن به جاي ذخیره

هاي حاوي اعداد هم اندازه تقسیم شده وبلوکهاي به بلوک

ذخیره  ELLغیر صفر به صورت پشت سرهم مشابه قالب 

هاي درونش فقط به یک شاخص شوند. هر بلوک و المانمي

یابد. دسترسي نیاز دارند پس دسترسي به حافظه کاهش مي

هاي ابر سطرکاهش یافته و ي المانبه بردار ورودي براي همه

افتد. این قالب از دو لت فقط یک بار اتفاق ميدر بهترین حا

ي اول شاخص ستوني هر آرایه تشکیل شده است. آرایه

کند. ها ذخیره ميبلوک را در ماتریس تقسیم شده به بلوک
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ها را پشت سرهم و مشابه قالب هاي بلوکي دوم المانآرایه

ELL کند.ذخیره مي 

ه مخفف ک DIAهمان طور که از نام قالب : DIAقالب 

هایي با قطري است مشخص است، این قالب مناسب ماتریس

ساختار قطري است زیرا قطرهاي ماتریس را به صورت 

 کند.ستوني در یک ماتریس فشرده ذخیره مي

 وري از ساختار بلوکي دراین قالب جهت بهره: CDSقالب 

اي طراحي گردیده است. با هاي محاسبات شبکهماتریس

جاي  هاي هم اندازه، در این قالب بهبلوکتقسیم ماتریس به 

 ي هر قطر غیر صفر ماتریس، هر ابر قطر ذخیره ذخیره

 شود.مي

 شناسیروش-4

ي [ نشان داده شده است که انتخاب قالب مناسب برا17در ]

یي سازي ماتریس تنک تاثیر بسیار زیادي برروي کارآذخیره

ي ي گرافیکخواهد داشت. از طرفي مصرف انرژي در پردازنده

توان گفت که ي مستقیم با کارآیي است پس ميدر رابطه

 با تواندانتخاب قالب متناسب با ساختار ماتریس ورودي، مي

بهبود دسترسي به حافظه، کاهش سربار محاسباتي و 

از  ي بهینه مناسباستفاده از پهناي باند حافظه، استفاده

 وهي شود. علاي نهان و ... باعث بهبود در مصرف انرژحافظه

بر انتخاب قالب مناسب، پارامترهاي قابل تنظیمي در 

 ي گرافیکي وجود دارند که نتایج این پژوهش وپردازنده

 هااند که با تنظیم صحیح آنهاي دیگر نشان دادهپژوهش

 یجادتوان تاثیر مثبتي در بهبود کارآیي و توان مصرفي امي

 د از : کرد. این پارامترهاي سخت افزاري عبارتن

ص هاي هر بلوک را مشخي بلوک نخي که تعداد نخاندازه .1

 کندمي

 هاي اختصاص داده شده به هر نختعداد ثبات .2

 سلسله مراتب حافظه .3

ي بلوک نخي پارامتري است که به شدت برروي اندازه

 رد.گذاي گرافیکي تاثیر ميکارآیي و توان مصرفي پردازنده

بلوک نقش اساسي در ها در یک تعریف دقیق تعداد نخ

ي پردازنده 36رسیدن به معیار کارآیي در وات و اشغال

را  37SMهروري از گرافیکي دارد. درصد اشغال که نرخ بهره

ها در بلوک نخي دهد بسیار وابسته به تعداد نخنشان مي

محدودیتي  SMاست زیرا براي تعداد بلوک فعال در هر 

ها ي این بلوکزهوجود دارد و با تعریف مقدار صحیح اندا

را به مقدار حداکثر  SMهاي فعال در هر میتوان تعداد نخ

وري از و در نتیجه بهره SMآن نزدیک کرده و درصد اشغال 

آن را افزایش داد. البته درصد اشغال به محدودیت منابعي 

ي مشترک ها براي هر نخ و حافظهدیگر نظیر تعداد ثبات

 موجود نیز بستگي دارد.

به محدودیت منابعي مثل  SMهاي فعال در هر لوکتعداد ب

هاي گرافیکي با ها نیز بستگي دارد. در پردازندهتعداد ثبات

ي کامپایلر توان به وسیلهبه بالا مي 3 38قابلیت محاسباتي

تعریف کرد.  255تا حداقل  16ها را از حداقل تعداد ثبات

 زشان ها براي هر نخ تا تعداد مورد نیاکاهش تعداد ثبات

هاي موجود کمتر تواند باعث شود که محدودیت ثباتمي

ي هاي فعال بیشتري براي اجرا روي پردازندهشود و نخ

 39گرافیکي وجود داشته باشد و موازي بودن در سطح نخ

توان با ها براي هر نخ را ميبیشتري ایجاد کرد. مقدار ثبات

 در زمان کامپایل تعریف کرد.  maxrregcount 40پرچم

هاي قابلیت تنظیم سلسله مراتب حافظه در پردازنده

هاي کاربردي محدود به گرافیکي باعث شده است که برنامه

حافظه بتوانند کارآیي و توان مصرفي بهتري بر روي 

هاي گرافیکي ي گرافیکي داشته باشند. پردازندهپردازنده

و بافته بودند  41هاي ثابتهاي قبل فقط داراي حافظهنسل

هاي هاي جدید داراي قابلیتهاي گرافیکي نسلپردازندهاما 

 L2و  L1 cacheنهان سازي سطح اول و دوم یا همان 

chache ي نهان سطح اول یا ي حافظهنیز هستند. اندازه

                                                           

 

 

 

 
3 6 Occupancy  

3 7 Streaming multiprocessor  
3 8 Compute capability 

3 9 Thread-level parallelism 
4 0 Flag 

4 1 Constant 
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L1 cache ي اشتراکي توسط برنامه نویس قابل و حافظه

تنظیم است. عملیات ضرب برداري ماتریس تنک نیز یک 

-ود به حافظه است و معمولا به دلیل دسترسيي محدبرنامه

ي سراسري، تاخیر اجرایي و متوسط توان هایس به حافظه

کند. با معرفي مصرفي نیز به تبع آن افزایش پیدا مي

ي نهان و قابلیت هاي گرافیکي مبتني بر حافظهپردازنده

توان این نوع ي اشتراکي و نهان، ميتنظیم پیکربندي حافظه

هاي با الگوي دسترسي مدیریت کرد. براي برنامهدسترسي را 

ي اشتراکي را ي حافظهمنظم به حافظه بهتر است اندازه

هاي با الگوي دسترسي نامظم بهتر افزایش داد و براي برنامه

وري از این ي نهان را بیشتر کرد تا بهرهي حافظهاست اندازه

 [.18] حافظه با توجه به الگوي دسترسي نامظم افزایش یابد

هدف این پژوهش یافتن تنظیمات سخت افزاري مناسب 

هاي ذخیره سازي تنک در الگوریتم ضرب برداري براي قالب

ماتریس تنک، با انرژي مصرفي بهینه در واحد کارآیي است. 

معیار بهینگي در این سیستم براي یک عملیات ضرب 

 برداري معیار کارآیي در واحد توان یا کارآیي در وات است.
 

 
 

. زمان اجرای الگوریتم ضرب برداری ماتریس تنک 1شکل 

CurlCurl_1 های برحسب میکروثانیه در قالبDIA, 

CDS, ELL, SELL, BELL, CSR, VCSR, 

BCSR, HYB  
 

تر است که کمترین میزان به این معني که تنظیماتي مطلوب

مصرف انرژي را به ازاي کارآیي بیشتر نتیجه دهد. براي 

به بالاترین میزان این معیار براي هر ماتریس تنک دستیابي 

توان متناسب با الگوي ساختاري ماتریس و قالب ورودي، مي

منطبق بر این ساختار براي فشرده سازي تنظیمات مناسب 

ي گرافیکي انتخاب سخت افزاري مناسب را براي پردازنده

کرد. این ایده بر اساس آزمایشاتي شکل گرفته است که 

اند براي هر ماتریس تنک ورودي با هر الگوي ادهنشان د

ساختاري تنظیمات سخت افزاري و قالب خاصي براي 

سازي وجود دارد که بهترین میزان کارآیي در وات را ذخیره

 دهد.نتیجه مي

ي تاثیر پس در ابتدا نیاز به انجام آزمایشاتي است که نحوه

را بر  تنظیم این پارامترها پس از انتخاب قالب مناسب

کارآیي و توان مصرفي نشان دهد. براي انجام این آزمایشات 

ماتریس تنک  200ي تعدادي ماتریس تنک از مجموعه

ي تنک دانشگاه فلوریدا جمع آوري ورودي که از کتابخانه

ي که اندازهشده و به صورت تصادفي انتخاب شده به طوري

ش، در هاي این پژوهها در قالبي آنماتریس متراکم شده

سیستم قابل تعریف باشد. محور افقي  RAMي حافظه

ي مقدار کارآیي در وات با تنظیمات دهندهنمودارها نشان

مخفف  perf/powو  t/pسخت افزاري است و 

Performance(time)/power باشد و اعداد بعد به مي

ي بلوک، تعداد ثبات در نخ و اولویت سلسله ترتیب اندازه

 .دهدنشان ميمراتب حافظه را 

 

 
 

. توان مصرفی الگوریتم ضرب برداری ماتریس تنک 2شکل 

CurlCurl_1 های برحسب وات در قالبDIA, CDS, 

ELL, SELL, BELL, CSR, VCSR, BCSR, 

HYB 

 معیار کارآیی در واحد توان مصرفی)وات(-4-1

قالب ماتریس تنک مورد بررسي قرار  9در این آزمایشات 

 ي آزمایشات در نمودارهاي زیر نشان اند. نتیجهگرفته

دهند که متناسب با ساختار ماتریس ورودي، انتخاب یک مي
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ي ماتریس، تاثیر قالب صحیح براي فشرده سازي و ذخیره

بسزایي بر روي کارآیي و توان مصرفي و متناظر با آن معیار 

کارآیي در واحد توان یا کارآیي در وات خواهد داشت. با 

توان با کاهش صفرهاي افزوده ناسب ميانتخاب قالب م

متناظر با الگوي ساختاري ماتریس و کاهش فضاي مورد نیاز 

 ي ماتریس از پهناي باند حافظه در حافظه براي ذخیره

وري بهتري داشت. با انتخاب صحیح روش فشرده سازي بهره

ي نهان بهتر استفاده کرد توان از محلیت حافظههمچنین مي

ي ها، از قدرت محاسباتي پردازندهادل بار در نخو با ایجاد تع

 تري داشت. ي بهینهگرافیکي استفاده

ي این الگوریتم با ي زمان اجراي هستهنشان دهنده 1شکل 

 9در این  بر حسب میکرو ثانیه CurlCurl_1ماتریس تنک 

میزان توان مصرفي را براي این ماتریس  2قالب است. شکل 

دهد. بهترین میزان کارآیي ان ميهاي مختلف نشدر قالب

به  HYBو  BELL ،SELLهاي براي این ماتریس در قالب

آید ولي بهترین میزان توان مصرفي براي این دست مي

دهد که نشان مي 3است. اما شکل  SELLماتریس در قالب 

بهترین میزان کارآیي در واحد توان مصرفي براي این 

است. لذا معیار کارآیي یا انرژي  HYBماتریس در قالب 

تواند مناسب بودن یک قالب را نشان مصرفي به تنهایي نمي

دهد و معیار مناسب میزان انرژي مصرف شده براي رسیدن 

 به کارآیي به دست آمده است.
 

 
. مقدار کارآیی در واحد توان مصرفی الگوریتم 3شکل 

 در  CurlCurl_1ضرب برداری برای ماتریس تنک 

 ,DIA, CDS, ELL, SELL, BELL, CSRهای البق

VCSR, BCSR 
 

گیري کارآیي از تعریف معکوس زمان اجراي براي اندازه

ي گرافیکي استفاده شده است و الگوریتم بر روي پردازنده

براي اندازه گیري زمان اجراي الگوریتم از روش چند نخي 

شروع استفاده شده است. در نخ والد و اصلي، یک حلقه از 

ي گرافیکي تا اتمام انجام ارسال هسته برروي پردازنده

اي عملیات هسته مشغول نمونه گیري از توان مصرفي لحظه

ي مدت زمان اجرا است. براي ي گرافیکي و محاسبهپردازنده

ي گرافیکي براي اندازه نمونه گیري از حسگرهاي پردازنده

 42NVML ياي، از رابط کتابخانهگیري توان مصرفي لحظه

استفاده شده است. به دلیل محدودیت حسگرهاي اندازه 

ي گرافیکي قرار دارند گیري توان مصرفي که روي پردازنده

بار اجرا شده است و زمان اجرا و توان  500هر الگوریتم 

مصرفي در این پنجره اندازه گیري شده است. در این پنجره 

تکرار شد، اي هرگاه توان مصرفي پایدار و به صورت دوره

اي هایي که در این دوره وجود دارند به متوسط توان لحظه

اي الگوریتم در نظر گرفته عنوان متوسط توان مصرفي لحظه

 شود.مي

 ایشاتتنظیمات سیستم انجام آزم-4-2

این پژوهش بر روي سیستمي انجام شده است که دو 

 SMXها در هر داشته است. تعداد نخ K40mي پردازنده

 ي روي تراشهکیلوبایت حافظه 64عدد بوده و داراي  2048

 16و  48یا  32و  32،   48و 16صورت  3است که به به 

 ت.ي نهان و اشتراکي قابل تعریف اسکیلوبایت براي حافظه

 ي سراسريي گرافیکي به حافظهپهناي باند این پردازنده

 باشد.گیگابایت در ثانیه مي 288

 یجآزمایشات و نتا-5

سه پارامتر سخت افزاري قابل تنظیم منتخب در این 

هاي اختصاص داده ي بلوک نخي، تعداد ثباتپژوهش، اندازه

شده به هر نخ و سلسله مراتب حافظه است. تنظیمات قابل 

است و  1024تا  128ي بلوک نخي از اعمال براي اندازه

هاي اختصاص داده شده براي هر نخ مقادیر براي تعداد ثبات

در نظر گرفته شده و سلسله مراتب  256و  64، 32، 16

ي روي تراشه حافظه مطابق قابلیت تنظیم پیکربندي حافظه

کیلوبایت  32-32یا  48-16هاي اعمال شده است. اندازه

                                                           

 

 

 

 
4 2 Nvidia management library 
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ي نهان قابل تخصیص ي اشتراکي و حافظهبراي حافظه

 است.

ي تاثیر تنظیمات مختلف دهندهنشان 6تا  4هاي شکل

ي بلوک نخي برروي کارآیي در واحد توان براي چند اندازه

و  VCSR ،DIAهاي ي تنک در قالبماتریس نمونه

BCSR .است 

ي تاثیر تنظیمات مختلف تعداد دهندهنشان 9تا  7هاي شکل

 ثبات در نخ بر روي کارآیي در واحد توان براي 

باشد. در محور افقي مي ELLو  BELL ،CDSهاي قالب

 هاي ي بلوک نخـي و عدد دوم، تعداد ثباتانـدازهعـدد اول، 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 دهد.اختصاص داده شده به هر نخ را نشان مي

ي تاثیر تنظیمات مختلف سلسله دهندهنیز نشان 10شکل 

مراتب حافظه بر روي کارآیي در واحد توان براي قالب 

VCSR  است. نموداري که با حروفl1  پایان میابد مقدار

 48ي حافظه نهان کارآیي در وات را براي تنظیماتي با اندازه

و  eq دهد و نمودارهاي داراي حروفکیلوبایت نشان مي

smem ي کارآیي در وات براي تنظیمات دهندهنیز نشان

 است. 16و  32ي نهان ي حافظهاندازه

 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

. مقدار کارآیی در واحد توان مصرفی 4شکل 

الگوریتم ضرب برداری برای ماتریس تنک نمونه 

، 128های بلوک نخی در اندازه VCSRدر قالب 

 1024و  512، 256

. مقدار کارآیی در واحد توان مصرفی 5شکل 

الگوریتم ضرب برداری برای ماتریس تنک نمونه در 

و  512، 256، 128های بلوک نخی در اندازه DIAقالب 

1024 

. مقدار کارآیی در واحد توان مصرفی الگوریتم ضرب برداری برای ماتریس تنک نمونه در قالب 6شکل 

BCSR 1024و  512، 256، 128های بلوک نخی در اندازه 
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تنک نمونه  ضرب برداری برای ماتریس. مقدار کارآیی در واحد توان مصرفی الگوریتم 7شکل 

2cubes_sphere  در قالبBELL 255و  64، 32، 16های با تعداد ثبات 

در  crashbasisتنک نمونه  . مقدار کارآیی در واحد توان مصرفی الگوریتم ضرب برداری برای ماتریس8شکل 

 255و  64، 32، 16های با تعداد ثبات CDSقالب 
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پارامتر ذکر  3نتایج آزمایشات با تنظیمات مختلف 

دهند که ماتریس نمونه نشان مي 200شده براي 

رفتار الگوریتم با استفاده از هر قالب در تمام 

ي موارد آزمایشات یکسان است چرا که در همه

همیشه یکي از ترکیبات این تنظیمات بهترین 

تنظیمات  1دهد. جدول کارآیي در وات را نتیجه مي

 200مناسب براي هر قالب را که از آزمایشات برروي 

 دهد.ده، نشان ميي تنک به دست آمماتریس نمونه

ی متناسب با رفتار . تنظیمات به دست آمده1جدول 

 هر قالب

ي اندازه

ي حافظه

 (KB)نهان

تعداد 

ثبات در 

 نخ

ي اندازه

 بلوک نخي

 نام قالب

48 16 256 BCSR 

48 16 256 CSR 

48 32 256 SELL 

48 16 128 ELL 

48 32 128 BELL 

48 32 128 VCSR 

48 16 128 HYB 

48 16 128 CDS 

48 32 128 DIA 

ي اشتراکي براي از حافظه VCSRکه قالب با این

هاي متناظر با هر بلوک نخي استفاده ي دادهذخیره

شود که براي مشاهده مي 28-3کند اما در شکل مي

 با ي در واتـب کارآیـدر این قال هاي مختلفماتریس

نهان  يي حافظهپیکربندي حافظه با بیشترین اندازه

 در این نمودارهابه حداکثر خود رسیده است. 

 مشخص

 م

ي نهان، ي حافظهاندازهمشخص است که با کاهش 

 .کندنمودار کارآیي در وات افت پیدا مي

 نتیجه گیری-6

همانگونه که پیشتر ذکر شد، مطالعات برروي 

 محاسبات تنک در غالب موارد بر روي کارآیي 

هاس تنک بر روي ي ضرب برداري ماتریسهسته

اند و مطالعات ي گرافیکي تمرکز کردهپردازنده

روي انرژي مصرفي این هسته انگشت شماري بر 

صورت گرفته است. همچنین هیچ پژوهشي جهت 

طراحي سیستمي بهینه در مصرف انرژي با در نظر 

ي گرافیکي گرفتن کارآیي این هسته بر روي پردازنده

نشده است و امروزه که محققان بر روي لزوم  انجام

در نظر گرفتن انرژي مصرفي در کنار کارآیي تاکید 

 نند، براي عملیات ضرب برداري کزیادي مي

هاي علمي هاي تنک که در اکثر برنامهماتریس

ریاضي و فیزیک در مقیاس گسترده کاربرد دارند، 

در این  شود.اي حس مينیاز به چنین مطالعه

پژوهش مشاهده شد که رفتار الگوریتم ضرب برداري 

با توجه به قالبي که براي ذخیره سازي ماتریس تنک 

توان یک کند متفاوت است و نميمياستفاده 

هایي با رفتارهاي متفاوت پیکربندي را براي الگوریتم

در نظر گرفت. در این پژوهش تنظیمات مناسب براي 

ي بلوک نخي، تعداد ثبات در نخ و سه پارامتر اندازه

سلسله مراتب حافظه براي مشهورترین و بهینه ترین 

 ه است.هاي ذخیره سازي تنک به دست آمدقالب
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

در قالب  av41092. مقدار کارآیی در واحد توان مصرفی الگوریتم ضرب برداری برای ماتریس تنک نمونه 9شکل 

ELL 255و  64، 32، 16های با تعداد ثبات 

 VCSRهای تنک نمونه در قالب . مقدار کارآیی در واحد توان مصرفی الگوریتم ضرب برداری برای ماتریس10شکل 

 با تنظیمات مختلف سلسله مراتب حافظه
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